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Abstract

Adverse event report (AER) data are a key source of signal for post marketing drug surveillance. The standard methodology to analyze AER data applies disproportionality metrics, which estimate the strength of drug/side-effect associations from discrete counts of their occurrence at report level. However, in other domains, improvements in predictive modeling accuracy have been obtained through representation learning, where discrete features are replaced by distributed representations learned from unlabeled data. This paper describes aer2vec, a novel representational approach for AER data in which concept embeddings emerge from neural networks trained to predict drug/side-effect co-occurrence. Trained models are evaluated for their utility in identifying drug/side-effect relationships, with improvements over disproportionality metrics in most cases. In addition, we evaluate the utility of an otherwise-untapped resource in the Food and Drug Administration (FDA) AER system – reporter designations of suspected causality – and find that incorporating this information enhances performance of all models evaluated.

Introduction

The need for post-marketing surveillance of the unintended effects of pharmaceutical products has been repeatedly highlighted by the withdrawal of drugs on account of previously undetected serious side effects. Notoriously, the widely utilized Cox-2 inhibitor Vioxx (rofecoxib) was removed from market five years after release as it was shown to significantly increase the risk of myocardial infarction, and was estimated to have caused between 88,000 and 140,000 coronary cardiac events in the United States alone while on market. More recently proton pump inhibitors, many of which are available without prescription, have been shown to significantly increase risk of bone fracture as well as chronic kidney disease. These findings are not atypical – between the years of 2001 and 2010, nearly one third of drugs approved by the US Food and Drug Administration (FDA) had a subsequent safety event in the form of a label change, safety communication or withdrawal. The median time from drug release to detection of such events was 4.2 years. The morbidity and mortality caused by previously undetected drug side effects could be mitigated by earlier detection, as could the societal costs of such adverse events – estimated at 3.5 billion dollars in 2006. One solution to the inherent shortcomings of clinical trials in detecting adverse drug events (ADEs) is improving their identification after release to market. Consequently, post-marketing surveillance through pharmacovigilance, defined as “the study of the safety of marketed drugs under the practical conditions of clinical use in large communities”, is an essential component of drug safety.

Traditionally, such safety surveillance has involved the analysis of reports of suspected ADEs submitted by healthcare practitioners, pharmaceutical companies and patients. In the United States the FDA maintains the FDA Adverse Event Reporting System (FAERS), providing a database of ADE reports from as early as 1969. Adverse events in the AERS are reported by healthcare professionals, consumers, and pharmaceutical companies. Each report includes one or more adverse events that appear to be associated with the administration of a drug as well as other drugs prescribed to the patient concerned and their therapeutic indications. Of importance to the current research, reporters have the opportunity to indicate which of a set of prescribed drugs they suspect caused the ADE under consideration, by designating these drugs as primary (presumed cause) or secondary (potential cause) suspects. Large numbers of reports exist in this repository, with over a million received in the year 2014 alone. Consequently, automated methods of analysis are a prerequisite to the identification of actionable safety signals.
An important component of post-marketing drug surveillance is the identification of statistically significant drug/side-effect association, termed “signal detection”, and considerable research has been devoted to the development and evaluation of methods for this purpose\(^4,5,6,7,8,9\). In order to identify meaningful associations from large and unlabeled data sets such as AERS reports, data mining techniques known as Signal Detection Algorithms (SDAs) are employed\(^10\). SDAs can be subdivided into two main classes, disproportionality analysis (DPA) and multivariate modeling\(^10\). DPA methods quantify the extent to which drugs and side-effects are reported together beyond what would be expected by chance. For a review of DPA methodologies, we refer the interested reader to Bate et al\(^9\). Multivariate modeling can mitigate for confounding polypharmacy variables as well as the lack of a quantitative drug prescription frequency. SDAs are the most frequently utilized methods used in analyzing AERS data, and they are well documented in the post-marketing drug surveillance literature\(^5,7,8,9,10\).

While SDAs have shown their utility as a means to identify safety signals from adverse event reports, they are not without limitations. In particular, they lack the capacity to draw connections between similar drugs (e.g. the entire family of selective cox-2 inhibitors) and related side-effects (e.g. myocardial infarction and other cardiac events such as stroke) as a means to enhance the strength of safety signals for relatively rare events. This situation is analogous to recent developments in natural language processing (NLP), where discrete ‘one-hot’ vector representations of words have been largely superseded by distributed vector representations, which are learned from a large unlabeled corpus such that words that occur in similar contexts have similar vectors. In the current paper we adapt skip-gram neural embeddings, a widely used representation learning technique in NLP embodied in the popular word2vec software package, to the task of representing drugs and side-effects appearing in FAERS data and evaluate their utility as a means to detect safety signals.

Specifically, this paper describes aer2vec, a novel representational approach for adverse event report data in which a neural network is trained to predict drug/side-effect co-occurrence events. The trained model is evaluated for its utility as a means to identify causal drug/side-effect relationships. Our approach leverages methods of distributional semantics to represent the AERS database as a vector space. Distributional semantics methods - such as the neural embeddings implemented by word2vec - attempt to model the semantic similarity and relatedness between words. These methods are based on the distributional hypothesis which states that words that occur in similar contexts tend to have similar meanings\(^13\). A broad range of methodological approaches have been applied to learn word representations from text (for reviews see \(^12,13\)). A recent trend involves the application of neural-probabilistic models, such as the skipgram and continuous-bag-of-words architectures embodied in the popular word2vec and fastText software packages\(^14,15,16,17\). As implied by the term “neural-probabilistic”, these models are trained to predict the occurrence of a context word given an observed term. Although generally utilized during training only, this probabilistic aspect of the model can be used to recover learned probabilities for observing one word in the context of another. It is this aspect of neural-probabilistic models that we adapt to represent AERS data in the current work.

Our primary hypothesis in conducting this work was that, at least in some cases, the capacity of distributional semantics models to generalize between similar drugs and side-effects may lead to improved performance in the task of identifying drug/side-effect relationships. A secondary hypothesis was that restricting the data considered by our models, and perhaps baseline disproportionality metrics also, to designations of primary and/or secondary suspect may improve their performance.

**Methods**

**Disproportionality metrics:** We compare the performance of our models to two widely-used disproportionality metrics, the Proportional Reporting Ratio (PRR) and the Reporting Odds Ratio (ROR) \(^4,18\). Disproportionality metrics are derived from 2x2 contingency tables (Table 1) constructed using report level statistics:

<table>
<thead>
<tr>
<th>Drug of Interest</th>
<th>ADE of Interest</th>
<th>Other ADE’s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other Drugs</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td></td>
<td>c</td>
<td>d</td>
</tr>
</tbody>
</table>

**Table 1.** 2x2 Contingency Table. The cells indicate counts of co-occurrence events in reports.
From this table, we derive two disproportionality metrics, the PRR and the ROR. The PRR estimates the probability of an ADE given a drug divided by the probability of this ADE without the drug, or P(ADE | drug) / P(ADE | ~drug). This probability can be calculated from the 2x2 table as follows:

$$\text{PRR} = \frac{a}{a+b} / \frac{c}{c+d}$$

In statistical terms, the ROR is the ratio of odds of an ADE occurring vs not occurring given a drug to the odds of this ADE occurring vs not occurring given other drugs. It is calculated from the 2x2 table as follows:

$$\text{ROR} = \frac{a}{b} / \frac{c}{d}$$

These disproportionality metrics provide a baseline for our evaluation.

**Skipgram-with-negative-sampling:** The skipgram-with-negative-sampling (SGNS) algorithm of Mikolov and his colleagues trains a shallow neural network to predict the probability of a context word $c$ occurring nearby to an observed word $w$, $P(c|w)$\(^{19}\). For example, given the sliding window “adverse [drug] events”, the model would be trained to optimize $P(\text{adverse|drug})$ and $P(\text{events|drug})$. While it would in theory be possible to train this model using a softmax objective in which all other unique terms in the corpus are considered as counterexamples to the observed context term in every window, this would be computationally intractable. The SGNS algorithm provides a practical way to train neural embeddings by instead considering as counterexamples a small number (usually 5-15) of negative samples, randomly drawn words that probably do not occur with the focus word within a sliding window. More formally, the optimization objective of the SGNS algorithm can be expressed as follows:\(^{20}\)

$$\text{argmax } \theta \sum_{(w,c) \in D} \text{log} \sigma(v_c, v_w) + \sum_{(w,c') \in D'} \text{log} \sigma(-v_c, v_w)$$

where $w$ are observed words in a set of documents $D$, and $c$ and $c'$ are context terms that occur with these observed terms in a sliding window or are randomly drawn as counterexamples respectively. $v_w$ and $v_c$ are vector representations of these terms, specifically the input weights ($v_w$) and output weights ($V_c$) of the neural network for each term in the vocabulary. $\sigma$ is the sigmoid function, which converts the scalar product between these vectors into a value between one and zero which can be interpreted probabilistically. Training in SGNS occurs through stochastic gradient descent with a linearly decreasing learning rate. The algorithm has several hyper-parameters that have been shown to influence performance across tasks\(^{21}\). Of importance for the current paper, the number of negative sample terms drawn as counterexamples to each observed term is a parameter of the model, and these terms are drawn with a probability derived from the frequency, $f$, with which they appear in the corpus (i.e. $f = \text{count} / \text{total number of non-unique terms}$), $f$\(^5\). Another hyper-parameter setting concerns subsampling – ignoring terms occurring above a predetermined frequency threshold $t$ with probability $1 - \frac{2}{\sqrt{t/f}}$. With SGNS, the input weights are usually retained as word embeddings and used in downstream tasks, and the output weights are discarded. However, $P(c|w)$ can be estimated by retaining these weights and calculating $\sigma(v_c, v_w)$.

**aer2vec:** With aer2vec, we adapt the SGNS algorithm to estimate probabilities for drug/side-effect relations from AERS data. We derive two neural architectures, aer2vec+ which estimates $P(\text{drug|ADE})$ and aer2vec- which estimates $P(\text{ADE|drug})$. Our motivation in developing distinct architectures for each of these estimates was to ensure that only information pertinent to an estimate of interest is encoded by the architecture responsible for it, eliminating one channel through which noise might be introduced. In addition we wished to determine which of these two possible neural-probabilistic estimates is of greater utility for identification of drug/ADE relationships.
These architectures are illustrated in Figure 1, which shows a simplified aer2vec architectures for 8 side effects and 10 drugs. As is the case with the original skipgram architecture, each observed term (in this case a drug) (aer2vec+) or ADE (aer2vec-) is connected to a hidden layer by input weights, which are in turn connected to a predicted term by output weights. While the output weights are usually discarded when generating word embeddings, we retain them to facilitate predicting P(drug|ADE) and P(ADE|drug) in aer2vec+ and aer2vec- respectively. When trained with negative sampling, the aer2vec architectures have the following optimization objectives:

\[
aer2vec^+: \arg \max_{\theta} \sum_{(ADE, drug) \in R} \log \sigma(v_{drug}, v_{ADE}) + \sum_{(ADE, drug') \in R'} \log \sigma(-v_{drug'}, v_{ADE})
\]

\[
aer2vec^-: \arg \max_{\theta} \sum_{(drug, ADE) \in R} \log \sigma(v_{ADE}, v_{drug}) + \sum_{(drug, ADE') \in R'} \log \sigma(-v_{ADE'}, v_{drug})
\]

This is similar to SGNS with word windows, with the exceptions that (1) co-occurrence occurs at the level of a report (R) rather than a sliding window; and (2) drugs and ADEs have either input weight vectors or output weight vectors depending on the model, whereas words in neural word embeddings have both input and output weights. With aer2vec, both sets of weights are retained, permitting estimation of both P(drug|ADE) with aer2vec+, and P(ADE|drug) with aer2vec-, as \(\sigma(v_{drug}, v_{ADE})\).

**Evaluation**

AER data: As data for all models, we used a standardized version of the FAERS data set released by Banda et al.\textsuperscript{21} This data set contains standardized versions of the FAERS data for the years 2004 to 2013. Standardization here indicates that drugs are mapped to RxNorm concepts, and the side-effects to SNOMED-CT\textsuperscript{22}. We extracted three component data sets. First, we generated an unconstrained data set (FULL), including all the drugs that were mapped to RxNorm and side effects that occur in the “pt” field of any report with them. We then use the role code variable to produce two subsets of this data set. The role codes used were primary suspect (PS) and secondary suspect (SS). These terms denote whether a drug is the primary or secondary suspect for a side-effect, and we leveraged these to produce data subsets consisting of only drugs and side-effects in primary suspect relationships (PS), and the disjunction of primary and secondary suspect relationships (PS-SS).

aer2vec models: For each of the three dataset configurations, we generated aer2vec+ and aer2vec- models. All models used 500-dimensional vectors and were trained for 25 iterations across the data with five negative samples per positive example, and without subsampling of frequently occurring concepts. We did not attempt to optimize these hyperparameters in our initial experiments. During training we encoded all of the drug and ADE terms meeting the relevant constraints (PS/PS-SS/FULL), aside from a stoplist of 28 ADE terms (such as “NA”, “test”, “error”) that were identified as lacking semantic content upon inspection of the data.
Evaluation sets: A number of research groups have released reference standards that provide a uniform testing ground for pharmacovigilance systems. In some cases, these are manually curated reference sets of positive and negative relationships between drugs and potential ADEs. For example, the widely-used OMOP reference standard produced by Ryan and his colleagues consists of 165 positive and 234 negative examples of drug/ADE relationships, spanning four serious side-effects (such as renal failure), and developed through extensive manual review of the literature and other sources. These sets have been extensively curated, so there is reason to believe they are largely accurate (for positive examples in particular – some amendments have been suggested for negative controls). We evaluated aer2vec for its ability to distinguish between positive and negative controls in the reference standards produced by Ryan et al. (henceforth, OMOP) and Coloma et al. (henceforth EU-ADR) containing 399 and 94 examples respectively. For both disproportionality metrics and aer2vec models, a small number of examples were eliminated from the FULL (n=1) and PS/PSSS (n=6) configurations of the OMOP set respectively. These examples concerned the drugs “olmesartan medoxomil” (all configurations), “endopeptidases” and “alatrofloxacin” (PS/PSSS configurations), which are not present in the source data. All examples from the EU-ADR set (n=94) were retained.

Quantitative evaluation: For each drug/event pair in the two reference standards (OMOP/EU-ADR) under each of the three configurations (PS/PS-SS/FULL), we calculated disproportionality metrics (PRR/ROR), as well as P(drug/ADE) and P(ADE|drug) with aer2vec+ and aer2vec respectively. These scores were used to estimate the area under receiver operator characteristic curve (AUROC) and area under the precision recall curve (AUPRC) to provide a basis for comparison. In order to account for variance in the stochastic initialization of the aer2vec embedding weights, we retrained each aer2vec model 10 times, and report mean area under curve (AUC) across these runs.

Qualitative evaluation: In order to assess the likely utility of the vector embeddings generated during the course of training our models for downstream supervised machine learning, we include some examples of nearest neighbor searches amongst the input and output embeddings for the best-performing model.

Hyperparameter settings: Subsequent to our initial experiments, we explored the influence of two aer2vec+ hyperparameters on model performance. We repeated our initial experiments with the PS and FULL configurations at dimensionality of 100, 250, 500 (the original setting) and 1,000 dimensions; and at 100 dimensions with subsampling thresholds of $10^3$, $10^4$, $10^5$ and without subsampling (the original setting). For these experiments we used 5 (rather than the original 25) epochs of training.

Results:

Quantitative evaluation: Disproportionality metric results for all three versions of the data sets across both reference standards, are shown in Table 2. These results provide points of comparison for aer2vec. As anticipated (see for example Waller et al.), these metrics exhibit similar performance. Of note, both baseline metrics show an increase in performance when reducing the data set by role code. In the OMOP set, restricting to the PS-SS leads to best performance with AUROC’s of 0.744 for both PRR and ROR. In the EU-ADR set, best performance is obtained with the PS constraint with AUROC’s of 0.935 for both methods. Across both reference sets and disproportionality metrics, there is an absolute AUROC increase of approximately 10% when we reduce the full data set to the primary suspects.

Table 2: Performance of disproportionality metrics. PS-SS= primary and secondary suspects. PS=primary suspects. Best results for each metric on each reference set are in boldface.

<table>
<thead>
<tr>
<th></th>
<th>OMOP FULL</th>
<th>OMOP PS-SS</th>
<th>OMOP PS</th>
<th>EU-ADR FULL</th>
<th>EU-ADR PS-SS</th>
<th>EU-ADR PS</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRR AUROC</td>
<td>0.646</td>
<td>0.744</td>
<td>0.742</td>
<td>0.841</td>
<td>0.918</td>
<td>0.935</td>
</tr>
<tr>
<td>AUPRC</td>
<td>0.580</td>
<td>0.694</td>
<td>0.729</td>
<td>0.836</td>
<td>0.931</td>
<td>0.941</td>
</tr>
<tr>
<td>ROR AUROC</td>
<td>0.646</td>
<td>0.744</td>
<td>0.742</td>
<td>0.843</td>
<td>0.919</td>
<td>0.935</td>
</tr>
<tr>
<td>AUPRC</td>
<td>0.579</td>
<td>0.691</td>
<td>0.723</td>
<td>0.840</td>
<td>0.932</td>
<td>0.941</td>
</tr>
</tbody>
</table>

aer2vec: Results for the two aer2vec models are shown in Table 3. These results show improvement over disproportionality metrics for both reference sets in every configuration (FULL,PS-SS and PS) by both metrics of evaluation. As was the case with the disproportionality metrics, the results show an improvement in AUC when reducing the data set by role code, with an absolute AUC increase of approximately 10% when we constrain the
The accompanying comments, the results are interpretable in many cases and suggest the resulting embeddings may
observing a embeddings) or drugs (in this case output weight embeddings). Furthermore, it is possible to recover predictions for
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Table 4 illustrates three ways in which the trained embedding space (in this case
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These results also give some insight into the possible mechanisms underlying aer2vec’s improvements in performance over established disproportionality metrics, as the estimation of P(drug|ADE) (or vice-versa) will be influenced by similarities between drug and side-effect terms. For example, P(drug|tardive dyskinesia) will be elevated for a drug reported with the term “extrapyramidal disorder”, which is a useful generalization in this case because of the hyponymic relationship between these side effects (tardive dyskinesia is a type of extrapyramidal disorder). More broadly, one would anticipate the model inferring that drugs that share some side effects may share others.

**Hyperparameter settings:** Evaluation of performance across different hyperparameter settings reveals that subsampling impairs performance (Figure 2, left) and consistency across a range of dimensions (Figure 2, right). Best performance across these settings is shown in Table 5, with improvements in OMOP set performance in particular.

![Figure 2](image.png)

**Table 5:** Best aer2vec+ performance across hyperparameter settings (100 dimensions, no subsampling)

<table>
<thead>
<tr>
<th></th>
<th>OMOP FULL</th>
<th>OMOP PS</th>
<th>EU-ADR FULL</th>
<th>EU-ADR PS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AER2VEC+</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AUROC</td>
<td>0.761±0.013</td>
<td>0.880±0.004</td>
<td>0.861±0.026</td>
<td>0.960±0.006</td>
</tr>
<tr>
<td>AUPRC</td>
<td>0.712±0.021</td>
<td>0.844±0.007</td>
<td>0.863±0.038</td>
<td>0.968±0.008</td>
</tr>
</tbody>
</table>

**Discussion**

Our results demonstrate improved signal detection from the FAERS data when applying an adaptation of the SGNS algorithm to represent observational data, providing a novel methodology for the identification of drug/side-effect associations. Across both reference standards and three different configurations of our source dataset, P(drug|ADE) estimates produced by the aer2vec+ model consistently result in a higher AUC than was obtained by either of the two disproportionality metrics evaluated. The aer2vec- model also outperformed disproportionality metrics in most but not all cases. Furthermore, we found that the role code information in the FAERS data can be used to subset these data in a way that improves performance. Lastly, we discovered that aer2vec+ outperforms aer2vec- in all cases. These findings have implications for the analysis of adverse event report data.

Our primary finding is that aer2vec+ outperforms the standard disproportionality metrics across two reference sets and all dataset configurations, with improvements in performance of up to 10% in absolute AUROC on the larger and more challenging OMOP set, and smaller but still substantial improvements in performance on the EU-ADR set. This supports our initial hypothesis that distributed representations (concept embeddings) derived from AERS data may be of value for pharmacovigilance. Qualitative analysis of neighboring embeddings suggests that trained embeddings capture regularities in the data. Concepts occurring in similar AER contexts have similar embeddings, permitting our
models to generalize across related drugs and ADEs, suggesting a mechanism underlying their enhanced performance. In the current work, we applied these embeddings by recapitulating the probabilistic estimates used during the course of training. However, the benefits of pre-trained distributed representations are often best demonstrated in downstream supervised learning. In our previous work we have shown that literature-derived embeddings used as a basis for supervised machine learning produce state-of-the-art performance (AUROC=.96) on the OMOP reference set\(^\text{26,27}\). A logical next step will involve evaluating the utility of \textit{aer2vec} embeddings as a complement to literature-derived embeddings for supervised machine learning. Intriguingly, best performance with \textit{aer2vec} on the EU-ADR set exceeds that obtained with supervised models - both in our work\(^\text{26,27}\) and when classifiers were trained on manually engineered features derived from a range of sources including the biomedical literature, FAERS data and pharmaceutical product labels\(^\text{48}\). One reason for this may be the limited number of training examples per side-effect available relative to the OMOP set, where recapitulating \textit{aer2vec}'s neural-probabilistic learning objective does not in and of itself lead to state-of-the-art performance. In addition, prior work leveraging side-effect patterns in AERS data for drug repurposing suggests \textit{aer2vec} embeddings that represent such patterns may be leveraged for this purpose also\(^\text{49}\).

A second notable finding is that constraining the data set in accordance with human judgment of suspected causality enhances performance. The role code variable in the FAERS data set provides valuable information that has generally not been used in prior published work, and leveraging this information to constrain the occurrence events in the data resulted in substantive improvements in performance for all models evaluated. It seems likely that the mechanism in this case involves reducing the influence of confounding variables, providing a useful addition to the armament of methods that have been deployed for this purpose in pharmacovigilance\(^\text{30,31,32}\). However, incorporation of human judgment into statistical models introduces a degree of subjectivity that warrants further discussion. One might argue that attempts to leverage these designations of suspicion would accentuate documented biases in spontaneous reporting, such as \textit{notoriety bias} - a tendency toward increased reporting of adverse events that have recently appeared in safety alerts\(^\text{33}\). A more pragmatic perspective might be to consider the cumulative independent judgments of a diverse group of adverse event reporters – who are in some cases domain experts and have access to information concerning temporality and other factors that are not explicit in reporting data alone – as exemplifying the “wisdom of crowds”\(^\text{34}\). At a minimum, the utility of reporter designations of suspected causality as a means to improve predictive modeling performance across multiple models and two reference standards suggests a need for further investigation into the circumstances in which this information is of value for post-marketing drug surveillance.

In addition, we find that \textit{aer2vec+} performs better than \textit{aer2vec-}. While both approaches outperform the disproportionality metrics in most cases, \textit{aer2vec+} is consistently better than \textit{aer2vec-}, with better mean AUC scores for \textit{aer2vec+} across both reference sets in all configurations. We reason that predicting the drug given the side-effect is the more suitable approach to identifying drug/side-effect associations from AERS data, and that future research should prioritize \textit{aer2vec+} as a means to represent these data for pharmacovigilance purposes. Subsequent exploration of model hyperparameters showed subsampling of frequent terms reduced performance, which seems intuitive given the nature of the task. In addition, these experiments revealed improved \textit{aer2vec+} performance on the OMOP set in particular at a lower dimensionality than in our original experiments. Optimal performance at lower dimensionality has been observed in other distributional semantic models also, and we refer the interested reader to Yin and Shen’s recent theoretical account of the relationship between dimensionality and task performance in such models\(^\text{35}\). Code to reproduce our experiments is publicly available\(^\text{1}\), as are trained models for our primary and best results\(^\text{ii}\).

\textbf{Limitations}

An important limitation of this study concerns the use of reference sets containing well-established side effects. More stringent evaluations using time-indexed sets are needed to determine performance with emerging side effects\(^\text{36}\). These models were also created with standardized data. Our methods have yet to be evaluated in the context of raw FAERS data, although one might hypothesize that the capacity for generalization provided by distributed representations would offer greater advantages in the context of data that have not been normalized. Another limitation is that this data set only contains data up to 2015. We plan to address these limitations by training our models using raw FAERS data in future experiments. Finally, we compared \textit{aer2vec} performance to two disproportionality metrics only. Outperforming these metrics is of practical significance because they are currently in use for regulatory purposes. However in recent work these and other statistical metrics have been evaluated for utility as features for supervised machine learning. In future work we will assess \textit{aer2vec}’s utility as a basis for downstream machine learning also.

\begin{itemize}
  \item \textsuperscript{1} https://github.com/treversec/aer2vec
  \item \textsuperscript{ii} https://zenodo.org/record/3283012
\end{itemize}
Conclusion

In this paper, we described how aer2vec distributed representations of AER data can be used to acquire signal for drug/side-effect associations, outperforming established disproportionality metrics on two pharmacovigilance reference standards. Considering provider designations of suspected causality resulted in further improvements in performance in both aer2vec and baseline models. As the baseline disproportionality models concerned are in current use, these results have immediate implications for pharmacovigilance practice, with the potential for broad application of the embeddings that result.

Acknowledgments

This work was supported by U.S. National Library of Medicine Grant (R01-LM011563), Robust Inference from Observational Data with Distributed Representations of Conceptual Relations.

References


