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1 Supplementary Data

Text. S1 Probability of most homotopic brain areas contained in a module in pairs.

Most of the homotopic brain areas in the LeftFoot-network (8 out of 12 pairs, excluding PMds, SPLs, IPCs, and CMAs) and the RightFoot-network (11 out of 12 pairs, excluding IPCs) were contained in a module in pairs. A single module contained at least one pair of homotopic areas for the LeftFoot-network or at least two pairs for the RightFoot-network. The module with the maximum number of nodes contained the maximum number of such pairs for both networks. The largest module in the LeftFoot-network contained 10 nodes and 4 pairs of homotopic brain areas, and the largest module in the RightFoot-network contained 9 nodes and 4 pairs of homotopic areas.

The probability of such events was very low for each network. For the LeftFoot-network containing 28 brain regions, the maximum probability of a module with 10 brain regions containing 4 pairs of homotopic regions was 9/27 × 7/25 × 5/23 × 3/21, i.e., < 0.003 (the chance that 1 of the 10 regions had its homotopic counterpart in this module was 9/27; the chance that another region had its homotopic counterpart in this module was 7/25 at most when one pair of homotopic areas existed in this module; the chance that the next brain region had its homotopic counterpart in this module was 5/23 at most when two pairs of homotopic areas existed in this module; and the chance that the fourth brain region had its homotopic counterpart in this module was 3/21 at most when three pairs of homotopic areas existed in this module). The overall probability was even lower because of other constraints, such as at least one pair of homotopic areas existing in a single module. Similarly, the maximum probability of such events for the RightFoot-network was 8/27 × 6/25 × 4/23 × 2/21, i.e., < 0.001.

Text. S2 Probability of most strongest connections linking symmetric brain regions in a network.

Most symmetric brain regions were linked to each other through the strongest connections. In the RightFoot-network, 18 out of the 24 symmetric areas were linked by such connections (ipsilateral SMA, contralateral SMA, ipsilateral CMA, contralateral CMA, contralateral PMd, ipsilateral PMv, contralateral PMv, ipsilateral SFG, contralateral SFG, contralateral SPL, contralateral IPC, ipsilateral S2, contralateral S2, ipsilateral insula, ipsilateral putamen, ipsilateral caudate, ipsilateral cerebellar hemisphere, and contralateral cerebellar hemisphere). In the LeftFoot-network, 13 out of the 24
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Homotopic areas were linked by such connections (ipsilateral SMA, contralateral SMA, ipsilateral PMv, contralateral PMv, ipsilateral SFG, contralateral SFG, ipsilateral insula, contralateral insula, ipsilateral putamen, contralateral putamen, contralateral caudate, ipsilateral cerebellar hemisphere, and contralateral cerebellar hemisphere).

In a brain network, the degree of brain region $i$ is the number of connections linked to this region. The chance $P$ of a region $i$ with a degree $D_i$ to connect another region with its strongest connection is $1/D_i$. For the RightFoot-network, if the strongest connection of each region was randomly distributed in all its connections, the probability of the 18 symmetric brain regions being simultaneously linked by their strongest connections was the arithmetic product of all related $P_i (1/D_i)$. The maximum probability value was $7.9877 \times 10^{-17}$ when considering the 18 lowest degree values in the RightFoot-network. Similarly, the maximum probability value for the LeftFoot-network was $3.4446 \times 10^{-7}$ when considering the 13 lowest degree values in the LeftFoot-network. Such low probability values indicated that the finding (for each network, most of the 28 strongest connections linked the symmetric brain regions) was unlikely observed by chance.

Note that the strongest connection linking a pair of homotopic areas did not necessarily mean that this connection was the strongest one for both areas. For instance, for the three areas $A_L$, $A_R$, and $B$ in a network, connection $A_L–A_R$ was the strongest one linking area $A_L$ among all its connections, whereas the connection $A_R–B$ might be the strongest connection among all the connections of area $A_R$.

**Methodological Considerations**

**Network construction.** Choosing certain brain regions as nodes in a graph and then determining the functional connectivity (edge) between each pair of nodes were required during the network analysis. The results of network analyses may be heavily influenced by approaches to determine the scope and location of nodes (Wang et al., 2009; Zalesky, et al., 2010). Nodes may comprise all brain regions parcellated on the basis of an atlas (Bassett et al., 2011) or only certain brain regions often identified by activations evoked by tasks (Wang et al., 2010). All brain regions participating in motor control should ideally be contained in the graph, and those uninvolved should be excluded. Thus, the results of the activation analysis performed in the current work were used to determine which brain regions should be included in the constructed networks to avoid bias from arbitrary selection.

Our pre-arranged choice was to use peak locations reported by previous studies on foot movement as node centers. However, because spatial distributions of activation evoked by a right or left foot movement are basically mirror-symmetric (see Results Section), we used the brain activations evoked by the foot movement on one side to define the node centers in the network construction of foot movement on the contralateral side to bypass circular analysis (Kriegeskorte et al., 2009). For instance, the peak points of brain activations evoked by the right foot movement were flipped against the midsagittal plane and then used as node centers for the LeftFoot-network. The requirements of foot movement on both sides were consistent in the current study; thus, choosing the nodes on the basis of the current approach and not on the basis of a pre-arranged choice could prevent large deviations in node centers caused by inconsistencies in the detailed requirements of foot movement across different studies.
The mean value of signal changes across all voxels in a brain region may not adequately represent such region because brain activations are often detected in some but not all voxels within a brain region. In addition, a large node may extend beyond the scope of a small brain region, such as a caudate nucleus. Therefore, we used a relatively small scope with a radius of 3 mm for all nodes, as used in a previous study (Lindner et al., 2010).

**Detecting the modular structure.** To detect the modular structure for each network, the algorithm was repeated for 100 times, and the 100 results were found to be identical. These results indicated that the two detected solutions for the RightFoot-network and LeftFoot-network were stable. The Q values of the RightFoot-network and LeftFoot-network were 0.2829 and 0.3345, respectively.

The obtained modules should be compared with the degree-, weight-, and strength-preserving null models containing the same number of nodes (Bullmore and Sporns, 2009). For each network, 100 null models were generated with the Brain Connectivity Toolbox. Subsequently, 100 solutions for modularity detection were calculated for each constructed null model. The solution with the highest correlation coefficient value relative to the original solution was then identified as the representative of the 100 results because such solution was the closest to the original solution. Thus, 100 representatives from the 100 constructed null models were obtained. For the RightFoot-network or LeftFoot-network, the correlation coefficient values between the original solution and its corresponding 100 representatives were 0.21 ± 0.13 (mean ± SD) or 0.21 ± 0.11 (mean ± SD), respectively. The low correlation coefficient values indicated that the solutions acquired from the two original networks were not associated with the weight, degree, and strength properties of the two networks (Rubinov and Sporns, 2011).

**Changes in brain organizational pattern to meet functional needs.** A resting-state fMRI study found that two biological factors, the distance between nodes and the common input shared by neighboring nodes, could heavily influence the topological properties of functional brain networks (Vertes et al., 2012). Nevertheless, the differences between the two networks constructed from our task-state data indicate that brain status is also important in the topological properties of functional brain networks because the two factors (distance and input) were consistent in the two networks, whereas about a half of the nodes in each module changed. In other words, the brain can alter its organizational pattern to meet functional needs, which can only be observed when functional brain networks under different statuses are compared. Conversely, the similarities in several network measures between the two constructed networks suggest a certain degree of stability in the brain organizational pattern, which should be caused by biological and anatomical constraints, such as the aforementioned distance and input.

**Considerations of network comparison.** We modified a motor task paradigm applied in many studies (Sahyoun et al., 2004; Dimitrova et al., 2006; Kapreli et al., 2007; Hotz-Boendermaker et al., 2008; Newton et al., 2008; Francis et al., 2009; Trinastic et al., 2010) and detected brain activation in accordance with the aforementioned reports in the literature. This outcome provided a good basis for our network analysis.

To elucidate the mechanism behind the organization of brain regions during movement, we used task-state fMRI data in constructing weighted functional brain networks. Brain networks detected from resting-state fMRI data (Achard et al., 2006; Wang et al., 2009) contain dozens of brain regions (e.g., 70 or 90). In the current study, although the constructed networks comprised only less than 30 brain regions, those areas most commonly involved in motor control were included. Such
“simplified” networks may intuitively exhibit properties of motor control networks and may thus lead to feasible physiological explanations for our findings.

Various problems are involved in comparing functional brain networks. For weighted networks, unequal numbers of nodes and edges, different weights of corresponding edges, and various thresholds for edge detection between graphs can bias the results of comparisons (Stam et al., 2014). A fully unbiased comparison may be difficult to accomplish, but good approaches perform better than others (van Wijk et al., 2010).

In the current study, we balanced the abovementioned factors between the constructed networks as far as possible to identify the similarities and differences between the two networks in a straightforward way. A previous study found that movements performed with lower limb joints are characterized by a weaker lateralized pattern of brain activation in comparison with hand movements (Kapreli et al., 2006); this result suggests that foot movements may be the appropriate choice for comparing unilateral limb movements. The RightFoot-network and LeftFoot-network comprised the same number of nodes. Of all the 28 nodes in each network, 12 pairs were nearly symmetrically located. In addition, the four unilateral nodes in one network were basically mirror symmetric to those in the other network. This symmetry led to the consistency in the spatial locations of the nodes in the two networks. Such anatomical consistency resulted in similar distances in the anatomical space between each corresponding pair of nodes and in similar common inputs shared by each corresponding node in the two networks; these two factors, the distance and input, have a significant effect on the topological properties of functional brain networks (Vertes et al., 2012).

We also used a consistent threshold for edge detection. Selecting distinct thresholds for different networks to match the sparsity is not appropriate, whereas different edge numbers produced at the same threshold may result in detected differences in the topological or organizational properties between networks (Zalesky et al., 2010). Nevertheless, we found that the RightFoot-network largely reserved its network properties in many aspects when the connection density was reduced. Thus, the unmatched sparsity between the RightFoot-network and the LeftFoot-network unlikely played a major role in the detected differences in network measures. Moreover, a lower sparsity of the RightFoot-network in itself is one of the inherent features of this graph after maintaining a good baseline as far as possible.

Classification of activated brain areas. Distinct regions of prefrontal cortex mediate various functions (Koenigs et al., 2008; Koenigs and Grafman, 2009). Previous studies (Johannsen et al., 2001; Sahyoun et al., 2004; Newton et al., 2008; Trinastic et al., 2010) reported SFG activation evoked by foot movement. SFG activation is considered to be associated with functions related to self-awareness (Goldberg et al., 2006). In the motor task of the current study, the volunteers were tasked to perceive the amplitude, speed, and symmetry of foot movement with their eyes closed. Such a condition may be involved in self-awareness related functions and thus elicit SFG activation.

Several studies (Binkofski et al., 2001; Bohlhalter et al., 2002; Hartmann et al., 2008) suggested that SPL plays a role in the specific processing of perceived kinesthetic inputs during action-related somatosensory information processing. These studies focused on the interactions between hand movement and simultaneous tactile information processing. We proposed a similar role of SPL activation detected in the current work because the motor task we applied here similarly involved processing somatosensory (proprioceptive) inputs during movement.
Results from a number of studies (Hua et al., 2005; Bjornsdotter et al., 2009; Henderson et al., 2011) indicate a rough somatotopy of the human body in the posterior insula. Nevertheless, in the current study, we detected bilateral insular activations only in the anterior–dorsal region. A meta-analysis revealed that attention, language, or memory processes can evoke such insular activation patterns, among a number of cognitive, emotional, motor, and sensory tasks (Viviani et al., 1998). We requested each subject to move his/her foot following the audio cue and maintain foot movements between the right and the left sides as consistently as possible; each subject had to pay close attention to follow these requirements. Thus, we proposed that attention processing was the reason for the insular activations.

Our results show that unilateral foot movement evokes three activated clusters in the cerebellum. These clusters are located in the ipsilateral vermis and in the bilateral cerebellar hemisphere. A previous study demonstrated that the cerebellar vermis is activated by the control of foot movement per se [refer to Fig. 7 in (Grodd et al., 2001) for the functional somatotopy for movements of the lips, tongue, hands, and feet in the cerebellum]. Another study found that the activations in the lateral cerebellum are related to sensory processing (Gao et al., 1996).

**Small-world properties.** The weighted clustering coefficient $C$ and weighted characteristic path length $L$ of each network were scaled with the mean clustering coefficient $C_{\text{random}}$ values and mean characteristic path length $L_{\text{random}}$ values of 100 generated random networks. In the interval of sparsity (or the number of existing edges over the maximum possible number of edges) from 144/378 (RightFoot-network) to 95/378 (LeftFoot-network), the result for the RightFoot-network ($L/L_{\text{random}} = 1.06$ and $C/C_{\text{random}} = 1.24$) and that for the LeftFoot-network ($L/L_{\text{random}} = 1.05$ and $C/C_{\text{random}} = 1.38$) demonstrated a mild tendency toward small-world organization.

Although the numbers of nodes and the approaches to define nodes were relatively different, these results are consistent with a resting-state fMRI study in terms of the interval of the connection densities of the two networks [see Fig. 1A in (Wang et al., 2009)]. This outcome indicates that motor control networks detected during task state and resting state can share similar features for certain network properties.

2 Supplementary Figures and Tables

2.1 Supplementary Figures
Supplementary Figure 1. The paradigm of motor task.
Supplementary Figure 2. Degree distributions. Degree distributions shown in histograms and log-log scales. Neither of the two networks follows a heavy-tailed degree distribution, i.e., power-law distribution pattern.
Supplementary Figure 3. Global properties of the two networks. Assortativity is the correlation between the degrees of connected nodes. High-degree nodes tend to connect to each other if a network has positive assortativity and is robust to the removal of its highest-degree nodes; by contrast, negative assortativity indicates that high-degree nodes tend to attach to low-degree ones and such networks are more vulnerable (Newman, 2002). The assortativity values of the two networks in this work are lower than those of the resting-state networks reported in another study (Braun et al., 2012) and are only mild deviations from zero. This result indicates that motor control networks during motor execution are less robust to damages on important nodes compared with motor networks during resting state; the same was especially true for the LeftFoot-network in the present study.
Supplementary Figure 4. Local properties. In the LeftFoot-network, the nodes with the highest betweenness values were the ipsilateral CMA and anterior insula; in the RightFoot-network, such nodes were the contralateral anterior insula and S2. In addition, the nodes with the highest degree/strength values moved from two cortical motor areas, namely, CMA and PMv, in the LeftFoot-network to S2 and PMd in the RightFoot-network. Most nodes in the RightFoot-network showed higher degree/strength values than those in the LeftFoot-network; the largest increases occurred in the higher-order cortical sensory areas, namely, SPL, IPC, and S2. In the two networks, the degree/strength values of S1 were approximately at the middle level and close to each other. However, contralateral S2 showed a very low degree/strength value in the LeftFoot-network and a relatively very high value in the RightFoot-network. Ipsilateral S2 showed a similar trend with a lower variation range.

Hub areas in the motor control network. Betweenness of a node is defined as the fraction of all the shortest paths in a network that pass through the node and is thus important in controlling information flow across separate parts of the network (Rubinov and Sporns, 2010). Hub nodes are often situated on a high number of shortest paths and consequently have high betweenness values (Boccaletti, et al., 2006). In the LeftFoot-network, the nodes with the highest betweenness values were the ipsilateral CMA and anterior insula, whereas in the RightFoot-network, such nodes were the contralateral anterior insula and S2. The network hubs moved from some motor and cognitive brain areas for the LeftFoot-network to the sensory and cognitive brain areas for the RightFoot-network. Hence, the RightFoot-network requires an increasingly active participation of sensory brain areas.
More specifically, we found that S1 played similar roles in both networks; however, S2 was a hub in the RightFoot-network and not in the LeftFoot-network. This outcome revealed the prominent role of S2 in more skilled movement. Both contralateral S1 and S2 receive inputs from the thalamus, whereas S2 receives inputs from the sources of the kinesthetic, somatic, and motor systems and maintains closer associations with subcortical and cortical motor structures (Karhu and Tesche, 1999; Hinkley, et al., 2007), thereby providing anatomical pathways as the substrate for online sensory prediction and feedback during movement. These characteristics can support S2 with more integrative roles in the RightFoot-network compared with S1.

S1 input to motor cortical areas is an important aspect of sensorimotor integration (Petrof et al., 2015). In this work, the degree/strength values of S1 were proximate in the two networks, thus indicating that S1 played similar roles in both networks. Thus, S1 appeared to be a basic necessity of sensorimotor integration. S2 is also involved in sensory–motor integration (Huttunen et al., 1996; Qi et al., 2002). S2 can be activated during movement (Dobkin et al., 2004; Sahyoun et al., 2004; Kapreli et al., 2006; Kapreli et al., 2007; Newton et al., 2008; Francis et al., 2009), and the activations are modulated by muscle contractions (Lin and Forss, 2002).

Unlike S1, the contralateral S2 was found to have very low degree/strength values in the LeftFoot-network but relatively high values in the RightFoot-network. Ipsilateral S2 showed similar trends with a lower range of variation. Measures of centrality assess the functional influence of individual nodes in a brain network (Rubinov and Sporns, 2011). In a weighted network, the nodal strength integrates values on the number and weights of the edges connecting to a node. Degree (strength as the variant of degree in weighted networks in this work) and betweenness are sensitive measures for hubs (Rubinov and Sporns, 2010). In this study, both measures revealed that contralateral S2 showed high values and was thus a hub in the RightFoot-network, whereas this area showed only very low strength and betweenness values in the LeftFoot-network. Thus, S2 appeared to mainly participate in the RightFoot-network.
Supplementary Figure 5. Network properties at the same sparsity. The correlation coefficients of the connection matrix, nodal degree, strength, betweenness, and clustering coefficient values between each pair of networks. The y-axis shows the correlation values. Different edge numbers or levels of sparsity could be produced at the same threshold; thus, ruling out systematic sparsity differences as the root cause of the detected differences in the topological or organizational properties of networks is difficult (Zalesky et al., 2010). We increased the sparsity of the RightFoot-network to the same level of the LeftFoot-network (that is, reserving its strongest 95 edges on the basis of their Fisher’s transformed correlation coefficients and T values) and then examined the network measures of this reduced network. Pearson’s correlation coefficients of the connection matrix, nodal degree, strength, weighted betweenness, and weighted clustering coefficient values between each pair of networks (i.e., RightFoot-network vs. reduced RightFoot-network, RightFoot-network vs. LeftFoot-network, and LeftFoot-network vs. reduced RightFoot-network) were computed. The highest correlation coefficients always existed between the RightFoot-network and its reduced version, whereas the RightFoot-network vs. LeftFoot-network and LeftFoot-network vs. reduced RightFoot-network showed similar low-level correlations.
Supplementary Figure 6. Modules shown in sagittal view. Nodes in the same module are indicated in the same color. Nodes are sized according to strength, and edges are sized according to connection weight. Consistent with that in the coronal view, the modules in the sagittal view were also distributed along the cranial–caudal direction. In general, most of the modules were clusters consisting of spatially nearby nodes along such a direction.
Supplementary Figure 7. Maximum spanning tree. The maximum spanning tree was generated first by defining the strongest edge in the network and then adding the strongest edge linking to that dyad. The strongest edge connecting the triad was then added. Edges were continually added until all nodes were linked together (Hidalgo, et al., 2007). This structure can be used to show the “skeleton” of a network. For a functional brain network to complete a task, such a skeleton has an intuitive meaning: these strongest edges constitute the primary route for mainstream information transfer in the system.
### 2.2 Supplementary Tables

#### Supplementary Table 1. Peak activations evoked by foot movement.

<table>
<thead>
<tr>
<th>Location</th>
<th>Right foot movement</th>
<th>Left foot movement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MNI coordinates</td>
<td>T value</td>
</tr>
<tr>
<td>L SMA</td>
<td>-6 -6 69</td>
<td>12.93</td>
</tr>
<tr>
<td>R SMA</td>
<td>3 -3 69</td>
<td>9.67</td>
</tr>
<tr>
<td>L M1</td>
<td>-6 -27 66</td>
<td>9.90</td>
</tr>
<tr>
<td>R M1</td>
<td>-12 -33 60</td>
<td>7.83</td>
</tr>
<tr>
<td>L CMA</td>
<td>-3 -3 48</td>
<td>7.71</td>
</tr>
<tr>
<td>R CMA</td>
<td>6 12 42</td>
<td>6.31</td>
</tr>
<tr>
<td>L PMd</td>
<td>-18 -15 63</td>
<td>6.77</td>
</tr>
<tr>
<td>R PMd</td>
<td>18 3 51</td>
<td>6.35</td>
</tr>
<tr>
<td>L PMv</td>
<td>-57 3 36</td>
<td>5.70</td>
</tr>
<tr>
<td>R PMv</td>
<td>57 6 42</td>
<td>5.24</td>
</tr>
<tr>
<td>L SFG</td>
<td>-9 33 48</td>
<td>4.75</td>
</tr>
<tr>
<td>R SFG</td>
<td>6 27 48</td>
<td>5.61</td>
</tr>
<tr>
<td>L S1</td>
<td>-12 -45 66</td>
<td>7.18</td>
</tr>
<tr>
<td>R S1</td>
<td>-9 -39 66</td>
<td>7.62</td>
</tr>
<tr>
<td>L SPL</td>
<td>-8 -42 54</td>
<td>4.33</td>
</tr>
<tr>
<td>R SPL</td>
<td>12 -57 60</td>
<td>4.08</td>
</tr>
<tr>
<td>L IPC</td>
<td>-57 -39 48</td>
<td>5.24</td>
</tr>
<tr>
<td>R IPC</td>
<td>45 -48 57</td>
<td>4.47</td>
</tr>
<tr>
<td>L S2</td>
<td>-60 -27 15</td>
<td>4.52</td>
</tr>
<tr>
<td>R S2</td>
<td>60 -24 21</td>
<td>4.07</td>
</tr>
<tr>
<td>L Insula</td>
<td>-30 21 9</td>
<td>4.72</td>
</tr>
<tr>
<td>R Insula</td>
<td>33 18 9</td>
<td>3.80</td>
</tr>
<tr>
<td>L Putamen</td>
<td>-24 0 12</td>
<td>4.08</td>
</tr>
<tr>
<td>R Putamen</td>
<td>24 3 12</td>
<td>3.67</td>
</tr>
<tr>
<td>L Caudate Nucleus</td>
<td>-18 -3 18</td>
<td>3.18</td>
</tr>
<tr>
<td>R Caudate Nucleus</td>
<td>18 -3 18</td>
<td>3.36</td>
</tr>
<tr>
<td>L Thalamus</td>
<td>-15 -12 15</td>
<td>3.58</td>
</tr>
<tr>
<td>R Thalamus</td>
<td>15 12 15</td>
<td>3.22</td>
</tr>
<tr>
<td>L Cerebellum (vermis)</td>
<td>-18 -33 -27</td>
<td>7.04</td>
</tr>
<tr>
<td>R Cerebellum (vermis)</td>
<td>21 -33 -27</td>
<td>6.50</td>
</tr>
<tr>
<td>L Cerebellum (Hem)</td>
<td>-33 -57 -27</td>
<td>6.70</td>
</tr>
<tr>
<td>R Cerebellum (Hem)</td>
<td>36 -48 -30</td>
<td>4.85</td>
</tr>
</tbody>
</table>

The spatial locations of peak activations evoked by right or left foot movement were generally mirror symmetric.

CL: contralateral; IL: ipsilateral; R: right; L: left; SMA: the supplementary motor area; M1: the primary motor cortex; CMA: the cingulate motor area; PMd: the dorsal premotor cortex; PMv: the ventral premotor cortex; SFG: the superior frontal gyrus; S1: the primary somatosensory area; SPL: the superior parietal lobule; IPC: the inferior parietal cortex; S2: the secondary somatosensory area; Cerebellum (Hem): cerebellar hemisphere; Cerebellum (vermis): cerebellar vermis.
We performed the Wilcoxon signed rank test to compare local measures because of our lack of understanding of the distribution of most network metrics (Bullmore and Sporns, 2009). Significant statistical differences were still found even with the use of the Bonferroni correction, although the Bonferroni correction method is too conservative and is thus not used here because of the correlations existing among the neighboring samples in the neuroimaging data (Litvak et al., 2011) and the nodes in the networks (Boccaletti et al., 2006).

**Supplementary Table 2. Nodal parameters at different conditions.**

<table>
<thead>
<tr>
<th>Condition</th>
<th>Parameter</th>
<th>Degree</th>
<th>Strength</th>
<th>Clustering coefficient</th>
<th>Betweenness centrality</th>
</tr>
</thead>
<tbody>
<tr>
<td>RightFoot-network</td>
<td>Mean</td>
<td>10.29</td>
<td>2.45</td>
<td>0.13</td>
<td>18.00</td>
</tr>
<tr>
<td></td>
<td>Standard deviation</td>
<td>3.60</td>
<td>1.00</td>
<td>0.05</td>
<td>15.30</td>
</tr>
<tr>
<td>LeftFoot-network</td>
<td>Mean</td>
<td>6.79</td>
<td>1.68</td>
<td>0.13</td>
<td>26.86</td>
</tr>
<tr>
<td></td>
<td>Standard deviation</td>
<td>3.74</td>
<td>1.00</td>
<td>0.08</td>
<td>33.27</td>
</tr>
<tr>
<td></td>
<td>$P$ value</td>
<td>0.001</td>
<td>0.004</td>
<td>0.716</td>
<td>0.319</td>
</tr>
</tbody>
</table>
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