S1 Supporting Information. Additional model information

This section provides an overview of the model, with a diagram of the model structure, the differential equations that define it and tables of quantities in the model. The model parameters are then discussed in greater depth with an explanation of the model’s structure.

S1.1 Overview of the model

The model is a modified version of that described in [1]. The model structure for women is shown in Fig A (the structure for men is similar with the addition of compartments for circumcision, see Fig B). The model was coded in C++, and differential equations were solved using a Runge-Kutta 4 solver, with a time-step \( dt = 0.002 \) years.

The model consists of a set of differential equations, equations (1)-(18) (see S1.2 below), equivalent to Fig A and Fig B. There are a number of state variables \((S, P, I, H, C, L, J, T, A, LA, AS_L, LAS_L)\). \( S \) represents susceptible individuals, \( P \) represents acute HIV infection, and the remaining state variables, corresponding to different points in and out of the HIV care cascade, are defined by the text on the right hand side of Fig A (the text corresponds to the state variable in the given row of the figure). Each state variable has subscripts giving the gender \((a = m, f)\) and sexual risk group \((i = 1, 2, 3, \text{ corresponding to higher, middle and lower risk groups respectively})\). For men who are HIV negative \((S_m)\) or in acute infection \((P_m)\) there is an additional middle subscript that denotes circumcision status \((u: \text{ uncircumcised, p: planning circumcision, h: healing post-circumcision, c: circumcised})\).

Amongst HIV-positive individuals post-acute infection, there is an additional superscript \(k = 1, 2, 3, 4\) denoting the CD4 stage of the individual \((CD4 \geq 500, 350 \leq CD4 < 500, 200 \leq CD4 < 350, CD4 < 200\) cells/\(\mu\)L respectively). The subscript \( SL \) refers to second-line ART.

The model can be summarised as follows. It represents individuals aged 15 and over. The number of new individuals, aged 15, entering the sexually active population at a given time is taken to depend on the population size and the adult birth rate 15 years beforehand. For men, a fixed proportion are circumcised prior to entry in the model. For each gender, a fraction of individuals enters in each risk group \(i\). Death rates are adjusted to reflect projections of mortality for the country as a whole.

Susceptible, uncircumcised men \( S_mui \) can become circumcised once sexually active. During the circumcision healing phase, individuals can become infected with HIV, but with a modified risk of HIV acquisition that accounts for the trade-off between increased biological susceptibility and reduced sexual activity during this time [1]. Once healed, circumcised men have reduced susceptibility to infection. However, once individuals become infected with HIV the model no longer tracks their circumcision status, as circumcision is assumed not to affect infectivity.

The epidemic is seeded with 0.1% of the male population taken to be HIV-positive (added to compartment \( P \)). HIV infected men infect women according to the force of infection \( FOI_{fi} \), and vice-versa. If an individual becomes HIV-infected, there is a short period of acute infection with increased infectivity. During this time, due to the window period of HIV tests, if they undergo an HIV test they will receive a negative result, and, therefore, in the model they will not link to care. At the end of acute infection individuals enter one of four CD4 count categories \((\geq 500, 350 \leq CD4 < 500, 200 \leq CD4 < 350, CD4 < 200\) cells/\(\mu\)L respectively).

They then progress sequentially from that initial CD4 category to lower categories. Individuals may die from AIDS-related illness only once they reach CD4 < 200 cells/\(\mu\)L. In South Africa the national ART programme was launched in 2004 [2]. In the model we thus assume HIV testing starts in 2004, after which those testing positive for HIV can enter care and initiate ART, if eligible according to the then-current South African guidelines [3, 4]. ART reduces infectivity. ART also either reduces the rate of disease progression or halts it entirely, if treatment is initiated early enough. Individuals on ART may be LTFU and later return to ART. They may also experience treatment failure and progress to second line ART.

S1.2 Model equations and parameters

Equations (1)-(18) define the model. Parameters that vary with time are shown with time dependence. Equations (1) to (8), defining the dynamics of the susceptible and acute infection compartments \((S \text{ and } P)\), are unchanged from [1]. Equations (9) to (18) show the remaining model equations, describing how HIV-positive individuals test, enter care, initiate ART and potentially are lost to follow-up (LTFU).
**Fig A. Structure of model for women.** Red arrows indicate losses to follow-up. Rates corresponding to green arrows are equal either to the indicated rate or to zero, depending on the CD4 threshold for ART initiation in place at a particular time. See text for detail on notations. Non AIDS-related deaths are not shown in this diagram for simplicity.
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**Fig B. Variation of model structure for men.** Shown are the susceptible and acute infection compartments for men. After progressing from acute infection to chronic infection (compartments $I_{ai}^k$) the model is identical to Fig A.
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- **Susceptible, uncircumcised**
  \[S_{mui}(-t)
\]
- **Susceptible, planning circumcision**
  \[S_{mpi}(-t)
\]
- **Acute infection**
  \[P_{mhi}(-t)
\]
- **Rest of model**
  \[R_{heal}(-t)
\]
- **Susceptible, healing post circumcision**
  \[S_{mcn}(-t)
\]
- **Susceptible, circumcised**
  \[S_{mci}(-t)
\]

For ease of reading, state parameters (which all vary with time) are not shown with explicit time dependence. In general $\phi$ refers to a LTFU rate. A POC or lab superscript means the parameter is different for POC CD4 and laboratory CD4 test type respectively. Finally parameters with superscript CC or ECT/UTT vary according to the context being modelled:

\[
\frac{dS_{mui}}{dt} = 0.5\beta(t-15)N(t-15)f_{i}[1-m_{birth}]-[FOI_{mui}(t)+\tau_{-}(t)+\mu(t)]S_{mui},
\]

(1)

\[
\frac{dS_{mpi}}{dt} = \tau_{-}(t)S_{mui} - [FOI_{mpi}(t)+\tau_{circ}+\mu(t)]S_{mpi},
\]

(2)

\[
\frac{dS_{mhi}}{dt} = \tau_{circ}S_{mpi} - [s_{heal}FOI_{mpi}(t)+\tau_{heal}+\mu(t)]S_{mhi},
\]

(3)

\[
\frac{dS_{mcn}}{dt} = 0.5\beta(t-15)N(t-15)f_{i}m_{birth} + \tau_{heal}S_{mhi} - [s_{circ}FOI_{mpi}+\mu(t)]S_{mci},
\]

(4)

\[
\frac{dS_{f_{i}}}{dt} = 0.5\beta(t-15)N(t-15)f_{i} - [FOI_{f_{i}}(t)+\mu(t)]S_{f_{i}},
\]

(5)

\[
\frac{dP_{mhi}}{dt} = FOI_{mhi}(t)[s_{heal}S_{mhi} - [\tau_{heal}+\mu(t)]P_{mhi},
\]

(6)

\[
\frac{dP_{mci}}{dt} = FOI_{mhi}[S_{mui}+S_{mpi}+s_{circ}S_{mci}] + \tau_{heal}P_{mhi} - [\rho_{P}+\mu(t)]P_{mci},
\]

(7)

\[
\frac{dP_{f_{i}}}{dt} = FOI_{f_{i}}(t)[S_{f_{i}} - [\rho_{P}+\mu(t)]P_{f_{i}},
\]

(8)

\[
\frac{dI_{a_{i}}}{dt} = \rho_{P}p_{initCD4}^{k} + \rho_{P}^{k-1}k_{a_{i}}^{k-1} \frac{I_{a_{i}}^{k}}{\gamma_{a_{i}+}^{kCC/ECT\&UTT}(t) + \rho_{P}^{k} + \mu(t)}I_{a_{i}}^{k},
\]

(9)

\[
\frac{dH_{a_{i}}^{k}}{dt} = \frac{k_{CC/ECT\&UTT}(t)I_{a_{i}}^{k} + \rho_{P}^{k-1}k_{a_{i}}^{k-1}H_{a_{i}}^{k-1} - [\tau_{link}^{POC/\lab} + \phi_{diag}^{POC/\lab} + \rho_{P}^{k} + \mu(t)]H_{a_{i}}^{k}}{\gamma_{a_{i}+}^{kCC/ECT\&UTT}(t) + \rho_{P}^{k} + \mu(t)}H_{a_{i}}^{k},
\]

(10)

\[
\frac{dC_{a_{i}}^{k}}{dt} = \tau_{link}^{POC/\lab}H_{a_{i}}^{k} + \tau_{ret,diag}^{POC/\lab,CC/ECT\&UTT}H_{a_{i}}^{k} + \rho_{P}^{k-1}C_{a_{i}}^{k-1} - [\tau_{casc}^{POC/\lab} + \rho_{P}^{k} + \mu(t)]C_{a_{i}}^{k},
\]

(11)
\[ \frac{dJ_{\delta}^k}{dt} = \frac{1 - \delta_{\text{CD4-thresh}}}{} J_{\text{casc}}^k + \rho^{k-1} \tau^{k-1} \delta_{\text{CD4-thresh}}(t) \tau_{\text{preART}} A_{\delta}^k + \rho^k + \mu(t) \]

\[ \frac{dL_{\delta}^k}{dt} = \frac{1 - \delta_{\text{CD4-thresh}}}{} L_{\text{casc}}^k + \rho^{k-1} L_{\text{casc}}^k + \rho^k + \mu(t) \]

\[ \frac{dT_{\delta}^k}{dt} = \delta_{\text{CD4-thresh}}(t) \tau_{\text{casc}} \]

\[ \frac{dA_{\delta}^k}{dt} = \tau_{\text{suppr}} A_{\delta}^k + \rho A_{\delta}^k + \rho \tau_{\text{ret,ART}} A_{\delta}^k + \rho^k + \mu(t) \]

\[ \frac{dL_{\delta}^k}{dt} = \phi_{\text{diag}} H_{\delta}^k + \phi_{\text{preART}} J_{\delta}^k + \rho^{k-1} L_{\delta}^k + \rho \tau_{\text{ret,diag}} + \rho^k + \mu(t) \]

\[ \frac{dT_{\delta}^k}{dt} = \delta_{\text{CD4-thresh}}(t) \tau_{\text{casc}} \]

Note that we use the shorthand \( \rho^0 \equiv 0 \equiv \sigma^0 \). The quantity \( \delta_{\text{CD4-thresh}}(t) \) is defined according to the ART guidelines in place at that time, taking the value 1 if CD4 category \( k \) is within CD4 eligibility guidelines at the time, and 0 if not. If \( \delta_{\text{CD4-thresh}}(t) = 1 \) then individuals progress to ART \( (T) \), whereas if \( \delta_{\text{CD4-thresh}}(t) = 0 \) they progress to pre-ART \( (J) \). CD4 eligibility guidelines are given below. The force of infection terms are defined in terms of infectivity \( (\lambda) \), relative infectivities denoted (in general) \( i_{\text{ART}} \), partner change rates and riskiness of sexual behaviour \( (c_i \text{ and } \psi_i \text{ respectively)} \), assortativity \( \theta \), and proportion of sex acts with individuals not in the targeted country \( \pi \), as in Cori et al. [1]. All of the above quantities, in addition to the simulation start date \( t_{\text{start}} \), are defined in Table A (parameters varied in the analysis) and Table B (all other quantities in the model) and values given where appropriate.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Interpretation</th>
<th>Range</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_{\text{start}} )</td>
<td>Date of simulation start</td>
<td>1978.6 - 1988.5</td>
<td>Based on date of first recorded AIDS case in South Africa [7]</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>Basic infectivity, defined as the infectivity of a middle risk individual when not in acute infection, late infection or on ART</td>
<td>0.05 - 1.00 year(^{-1} )</td>
<td>Range was suitable to produce multiple fits; same values as in [1]</td>
</tr>
<tr>
<td>( i_{\text{ART}} )</td>
<td>Relative infectivity on ART, compared to basic infectivity</td>
<td>0.04 - 0.5</td>
<td>Lower limit from [8]. Upper limit based on lower estimate from [9] that only 50% of those on ART are virally suppressed, and assuming no effectiveness of ART if unsuppressed</td>
</tr>
<tr>
<td>( f_1, f_2, f_3 )</td>
<td>% in higher ( (f_1) ), middle ( (f_2) ) and lower ( (f_3) ) risk groups. Note that ( f_3 = 1 - f_1 - f_2 )</td>
<td>High: 1-19%</td>
<td>Limits chosen to allow exploration of two risk model with high and low or high and medium risk only, along with all scenarios in-between</td>
</tr>
<tr>
<td>( c_1 )</td>
<td>Higher risk partner change rate</td>
<td>1.5 - 15.0 year(^{-1} )</td>
<td>Lower limit 1.5( \times ) greater than middle risk partner change rate (to maintain risk category distinction). High value chosen to explore extreme scenarios</td>
</tr>
<tr>
<td>( \theta )</td>
<td>Sexual mixing assortativity</td>
<td>1-99%</td>
<td>Full range used to be conservative, as in [1]</td>
</tr>
</tbody>
</table>

Continued on next page
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Interpretation</th>
<th>Range</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{\text{ret.ART}}$</td>
<td>Defined as $\tau_{\text{ret.ART}}^{CC} = \alpha_{\text{ret.ART}}^{CC} \rho^F$; rate of return to ART in CC context</td>
<td>$\alpha_{\text{ret.ART}}^{CC} : 0.10$ - $3.77$</td>
<td>Range chosen so that between 5 and 80% of those with CD4 $&lt; 200$ cells/$\mu$L return to ART within one year of drop-out</td>
</tr>
<tr>
<td>$\sigma^k$</td>
<td>Rate of HIV associated mortality from CD4 $&lt; 200$ cells/$\mu$L when on ART</td>
<td>0.0368 - 0.0424 year$^{-1}$</td>
<td>Based on [10], assuming ART initiation at 35 years</td>
</tr>
<tr>
<td>$\phi_{\text{SL ART}}$</td>
<td>LTFU rate from second line ART</td>
<td>0.15 - 0.24 year$^{-1}$</td>
<td>Minimum from an ART drop-out meta-analysis [11]. Maximum from [12]</td>
</tr>
</tbody>
</table>
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Table B. Definition of other terms in equations [1] to [18]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Interpretation</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{FOI}_{ai}(t)$</td>
<td>Force of infection for gender $a$ and risk group $i$</td>
<td>Dynamically calculated</td>
<td>See below; method from [1]</td>
</tr>
<tr>
<td>$i_p$</td>
<td>Relative infectivity of acute stage</td>
<td>26.04</td>
<td>[13]</td>
</tr>
<tr>
<td>$i_{\text{heal}}$</td>
<td>Relative infectivity during circumcision healing period</td>
<td>0.385</td>
<td>[14,15]</td>
</tr>
<tr>
<td>$i^1, i^2, i^3, i^4$</td>
<td>Relative infectivity of CD4 stages</td>
<td>1, 1, 1, 2.34</td>
<td>[13]</td>
</tr>
<tr>
<td>$i_{\text{init.ART}}$</td>
<td>Relative infectivity when initiating ART (compartment $T$)</td>
<td>0.5</td>
<td>Value is minimum possible improvement in infectivity in sensitivity analysis of $i_{\text{ART}}$; chosen to be conservative regarding early impact of ART as in [1]</td>
</tr>
<tr>
<td>$s_{\text{heal}}$</td>
<td>Relative susceptibility to infection during circumcision healing period</td>
<td>0.33</td>
<td>[14]</td>
</tr>
<tr>
<td>$s_{\text{circ}}$</td>
<td>Relative susceptibility of circumcised males</td>
<td>0.40</td>
<td>[16–19]</td>
</tr>
<tr>
<td>$p^0_{\text{init.CD4}}$</td>
<td>Proportion starting in CD4 stage $\geq 500$, 350-500, 200-350, $&lt; 200$ cells/$\mu$L after end of acute infection</td>
<td>0.58, 0.23, 0.16, 0.03</td>
<td>Derived in [1] from data in [20]</td>
</tr>
<tr>
<td>$\rho^P$</td>
<td>Rate of leaving acute infection</td>
<td>4.14 year$^{-1}$</td>
<td>[13]</td>
</tr>
<tr>
<td>$\rho^1, \rho^2, \rho^3$</td>
<td>Rate of progression from CD4 stage $k$ to $k + 1$</td>
<td>0.157, 0.35, 0.282 year$^{-1}$</td>
<td>[20]</td>
</tr>
<tr>
<td>$\rho^4$</td>
<td>Rate of HIV mortality from CD4 $&lt; 200$ cells/$\mu$L category</td>
<td>0.434 year$^{-1}$</td>
<td>[21]</td>
</tr>
<tr>
<td>$\sigma^1, \sigma^2, \sigma^4$</td>
<td>Rate of disease progression when on ART between stages $k$ to $k + 1$</td>
<td>0, 0, $\rho^4$</td>
<td>See text</td>
</tr>
<tr>
<td>$\tau_{\text{lab.casc}}$</td>
<td>CD4 staging rate - laboratory CD4 testing</td>
<td>8.16 year$^{-1}$</td>
<td>Median waiting times for CD4 testing, receiving results and initiating ART averaged from [22,23]. Rate derived from these as $\tau_{\text{lab.casc}} = \ln(2)/\text{median time}$</td>
</tr>
<tr>
<td>Parameter</td>
<td>Interpretation</td>
<td>Value</td>
<td>Reference</td>
</tr>
<tr>
<td>-----------</td>
<td>----------------</td>
<td>-------</td>
<td>-----------</td>
</tr>
<tr>
<td>(\tau_{\text{POC/casc}})</td>
<td>CD4 staging rate - POC CD4 testing</td>
<td>37.5 year(^{-1})</td>
<td>Median waiting times for CD4 testing, receiving results and initiating ART averaged from ([22, 23]). Rate derived from these as (\tau_{\text{casc}} = \frac{\ln(2)}{\text{median times}}).</td>
</tr>
<tr>
<td>(\tau_{\text{K,POC/lab;CC}})</td>
<td>Rate determining numbers re-entering care after LTFU during diagnostic cascade, defined according to CD4 test type and CD4 count: (\tau_{\text{K,POC/lab;CC}} = \frac{P_{\text{POC/lab}}}{P_{\text{CD4 results}}} \alpha_{\text{ret,diag}} \rho_k). Note when ART ineligible return to care rate scales with rate of leaving compartment: (\frac{P_{\text{POC/lab}}}{P_{\text{CD4 results}}} \alpha_{\text{ret,diag}} \rho_k).</td>
<td>3.15 year(^{-1})</td>
<td>Chosen so that approximately 95% of patients will return to care within a year in ECT and UTT contexts (ignoring other routes out of the compartment).</td>
</tr>
<tr>
<td>(\psi_1, \psi_2, \psi_3)</td>
<td>Relative rate of unprotected sexual acts within same risk group partnership, relative to partnerships between two middle risk partners; relative rate between partners of different risk groups is also set to one</td>
<td>2, 1, 0.5</td>
<td>([25])</td>
</tr>
<tr>
<td>(c_2, c_3)</td>
<td>Partner change rate, middle and lower risk categories</td>
<td>1, 0.1 year(^{-1})</td>
<td>As in ([1]); values chosen to retain clear distinctions between sexual risk categories, uncertainty captured by varying (c_1) in a wide interval</td>
</tr>
<tr>
<td>(m_{\text{birth}})</td>
<td>Proportion circumcised at birth</td>
<td>0.76</td>
<td>([26, 27])</td>
</tr>
<tr>
<td>(\tau_-(t))</td>
<td>Negative testing rate, determining rate of circumcision</td>
<td>Dynamically generated</td>
<td>Method from ([1])</td>
</tr>
<tr>
<td>(\tau_{k;\text{ECT&amp;UTT}}(t))</td>
<td>Positive testing rate</td>
<td>Depends on context, see equations (19) and (20) and text</td>
<td>See text; method from ([1])</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Interpretation</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{\text{POC/lab}}$</td>
<td>Rate describing how individuals go from knowing HIV status to knowing CD4 status (varies by CD4 test type)</td>
<td>See [21]</td>
<td>Details in text</td>
</tr>
<tr>
<td>$\tau_{\text{suppr}}$</td>
<td>Rate of attaining viral suppression after initiating ART</td>
<td>8 year$^{-1}$</td>
<td>[28]</td>
</tr>
<tr>
<td>$\tau_{\text{heal}}$</td>
<td>Rate of healing after circumcision procedure</td>
<td>26 year$^{-1}$</td>
<td>[29]</td>
</tr>
<tr>
<td>$\tau_{\text{circ}}$</td>
<td>Rate of getting circumcised once decision to get circumcised has been made</td>
<td>26 year$^{-1}$</td>
<td>Central target value in [1]. Value not a strong predictor of outcome in [1] so not varied here.</td>
</tr>
<tr>
<td>$\pi$</td>
<td>Proportion of sex acts with partners outside the country</td>
<td>0.05</td>
<td>Central target value in [1]. Value not a strong predictor of outcome in [1] so not varied here.</td>
</tr>
<tr>
<td>$\phi_{\text{diag}}$</td>
<td>Rate of being unsuccessful in linking to care.</td>
<td>See [23]</td>
<td>Details in text</td>
</tr>
<tr>
<td>$\phi_{\text{ART}}$</td>
<td>Rate of dropping out of ART.</td>
<td>0.11 year$^{-1}$</td>
<td>Central target in [1]; implicitly varied by varying rate of return to ART.</td>
</tr>
<tr>
<td>$\phi_{\text{preART}}$</td>
<td>Rate of dropping out of pre-ART.</td>
<td>0.84 year$^{-1}$</td>
<td>[30]</td>
</tr>
<tr>
<td>$\tau_{\text{preART}-\text{ART}}$</td>
<td>Rate of initiating ART from pre-ART when individual becomes eligible</td>
<td>1.39 year$^{-1}$</td>
<td>Based on recommendation to CD4 test once every six months in pre-ART [31]</td>
</tr>
<tr>
<td>$\tau_{\text{SL ART}}$</td>
<td>Rate of first-line ART failure and entering second-line ART</td>
<td>0.03 year$^{-1}$</td>
<td>[32]</td>
</tr>
<tr>
<td>$\beta(t)$</td>
<td>Per-adult birth rate at time $t$</td>
<td>$\beta(t) = \beta_0(t)/\kappa$</td>
<td>Method from [1]</td>
</tr>
<tr>
<td>$\beta_0(t)$</td>
<td>Per-capita birth rate at time $t$</td>
<td>Varies</td>
<td>UN population division</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Proportion of adults</td>
<td>0.70</td>
<td>UN population division</td>
</tr>
<tr>
<td>$N(t)$</td>
<td>Population size at time $t$</td>
<td>Varies</td>
<td>UN population division</td>
</tr>
<tr>
<td>$\mu(t)$</td>
<td>Death rate at time $t$</td>
<td>Generated to match population estimates</td>
<td>Method from [1]</td>
</tr>
</tbody>
</table>

S1.3 Further details on parameterisation and model structure

S1.3.1 Demography

Demographics are treated as in [1]. Briefly, individuals are born according to bi-weekly projections of national birth rates starting at $t_{\text{start}}$ and extending to the simulation finish date. Those born in a particular year enter the susceptible adult population after a 15 year delay. 50% of births are of each gender (hence the factor of 0.5 in equations (1), (4) and (5)). Death rates $\mu(t)$ are constructed to reflect projections of mortality for the country as a whole [1].

S1.3.2 Force of infection and sexual risk group characteristics

The details of the force of infection (FOI$_{ai}$) calculation are as in [1], with the only modification to incorporate the additional state variables in the present analysis. Briefly, each HIV-positive individual has a basic infectivity $\lambda$, defined as the infectivity of a middle risk individual when not in acute infection, late infection or on ART. This is modified by multiplying by factors related to condom use ($\psi_i$), stage of HIV infection, and whether the individual
is on ART or not. No difference is assumed by gender, and only heterosexual sex is modelled. The relative infectivities for the acute and chronic HIV stage $k$ are $i_p$ and $i^k$ respectively. When an individual starts ART there is an initial period (state variable $T$) lasting on average $1/\tau_{\text{suppr}}$, when viral load is not fully reduced and the corresponding relative infectivity is the minimum possible reduction in infectivity when on ART: $i_{\text{initART}} = 0.5$. Individuals who remain on ART after this time are assumed to have infectivity reduced by a factor $i_{\text{ART}}$ with the upper bound for effectiveness based on the HPTN 052 study [8], and the lower bound taking into account that a large fraction of individuals on ART may not be fully virally suppressed.

Individuals mix assortatively with those in the same risk group, with the degree of assortativity determined by the parameter $\theta$. Higher risk groups are characterised by higher partner change rates ($c_1 > c_2 > c_3$), while they also have different levels of condom use $\psi_i$. Assortative partnerships have an associated relative number of instantaneous, unprotected sex acts: $\psi_1 = 2$, $\psi_2 = 1$, $\psi_3 = 0.5$ which implies that higher risk individuals have twice as many unprotected sexual encounters as middle risk individuals and so on. The remainder, $1 - \theta$, of partnerships occur between any risk group (random mixing). Such partnerships have an average duration of $c_2^{-1}$.

The relative number of instantaneous, unprotected sex acts is set equal to the middle risk group ($\psi_2 = 1$).

A separate country is simulated without any intervention. A proportion $\pi$ of sexual mixing occurs with this country. As it was shown in [1] that this has minimal impact on the epidemiology it is not discussed further here.

S1.3.3 HIV testing

HIV testing begins in 2004 to coincide with increased ART availability in South Africa. HIV testing is taken to consist of two components: a standard rate of testing (in all three care contexts), and enhanced testing (in the ECT and UTT care contexts only), with the latter corresponding to the extra testing efforts that could be achieved, for example, by country-wide home-based HIV testing campaigns. In equation (10), $\tau_{a,+}^{k;\text{ECT/UTT}}$ denotes the rate of HIV testing (and receiving HIV test results) for HIV-positive individuals who collect their HIV results. This is comprised either of just a background HIV testing term ($\tau_{a,+}^{k;\text{CC}}$, for the CC context) or background HIV testing term plus additional measures in the ECT and UTT care contexts ($\tau_{a,+}^{k;\text{ECT/UTT}}$). These are modelled as follows.

The annual number of HIV tests is determined by data from Johnson et al. [24] and implemented as a per-year testing rate: $n_{\text{tests}}(t)$. The testing numbers given there are implemented in the model by linearly interpolating between them and allowing a certain percent increase per year after mid-2011, set to 2% per year (compounded). The number of positive tests is determined by the proportion who are positive but whose status is unknown (i.e. there is no assumption of bias toward or against testing in HIV-positive or negative individuals [24]). To test the sensitivity of the model to this assumption of 2% annual increase in the number of HIV tests during the period mid-2011 to 2015, we ran the model with values ranging from -3.9% to 6.1%. However, the relative change in infections averted was only 3% of the range derived in the full infections averted analysis, showing that it was not a sensitive parameter, and it was, therefore, not varied in calibration.

We next try to quantify the relative HIV testing frequencies of individuals in different CD4 categories, on the assumption that those with lower CD4 counts are more likely to have symptoms and, therefore, be tested and diagnosed. A recent meta-analysis showed that the mean CD4 count of recently diagnosed HIV-positive individuals is 251 cells/µL in Sub-Saharan Africa [33]. Although no result specifically for South Africa was presented, we used the given result for Sub-Saharan Africa as a guide to the average CD4 count of recently tested individuals. By assigning approximate values to the CD4 count at time of testing for the four categories (tests in categories $k=1,2,3,4$ are assigned CD4 count values of 500, 350, 200, 50 respectively) the relative testing frequencies of the four categories in the model are fixed at $c_k = 1:2:3:5$ relative to the highest CD4 count category. Without more precise data to fix the numbers testing at different CD4 counts this ensured the model partially captured the known effect that the majority of HIV tests occur at low CD4 counts. A bias in female to male HIV testing ($G_{fm} = 1.69$) was also added [24] so that undiagnosed HIV-positive women test more quickly.

Mathematically, the rate of HIV testing at a given time $t$ is given by the annual testing rate $n_{\text{tests}}(t)$, multiplied by the proportion who are HIV-positive, the relative probability of testing by gender and the relative probability...
of testing by CD4 category:

\[
\tau_{f,+}^{k;CC} = n_{tests}(t) \frac{I}{I + S^1 + G_{fm} \sum_k \zeta_k I_f^k},
\]

\[
\tau_{m,+}^{k;CC} = n_{tests}(t) \frac{1}{I + S^1 + G_{fm} \sum_k \zeta_k I_m^k}
\]

where:

\[I_a^k = \sum_{i=1}^3 I_{ai}^k\] and \[I = \sum_{a \in \{m,f\}} \sum_{k=1}^4 I_a^k,\]

In the ECT and UTT contexts, additional HIV testing is included, such as might be achieved by implementing intensive home-based or workplace-based HIV testing campaigns.

S1.3.4 CD4 staging

In order to capture the CD4 staging process, we model two separate components: firstly, that some individuals will be LTFU at the CD4 staging step; and secondly individuals who are not LTFU will take some time to link to care. We represent this through the three compartments \(H\), \(C\), and \(L\). The flows from \(H\) to \(L\), and from \(H\) to \(C\), aim to capture the proportion of individuals who are LTFU, and who link to care, respectively. Individuals move out of \(H\) at a high rate, and enter either \(C\) or \(L\) according to the proportion who successfully CD4 stage or become LTFU respectively. Those who move from \(H\) to \(C\) then wait in \(C\) for a time, modelling the delay due to CD4 staging. Following this they move either to \(J\) or \(T\), depending on eligibility.

The rate of leaving the HIV status known compartment \(H\) and entering the CD4 count known compartment \(C\) is:

\[
\tau_{\text{link}}^{\text{POC/lab}} = \tau_{\text{immediate}} \times p_{\text{CD4 results}}^{\text{POC/lab}} \times p_{\text{ART} - \text{initiate}}^{\text{POC/lab}}
\]

where \(\tau_{\text{immediate}}\) is discussed below, and is such that the flow of individuals is nearly instantaneously split between those who are LTFU and those who move to \(C\) \((\tau_{\text{immediate}}\) is such that 90% move out of \(H\) every time-step). For an individual to be CD4 staged rather than LTFU, they need to return for their CD4 results and then initiate ART. The two proportions \(p_{\text{CD4 results}}^{\text{POC/lab}}\) and \(p_{\text{ART} - \text{initiate}}^{\text{POC/lab}}\) give, respectively, the proportion who successfully return for their CD4 results once CD4 tested, and the proportion who begin ART having received their CD4 test results.

The superscripts indicate whether a laboratory or POC CD4 test was done.

Meta-analysis of laboratory and POC CD4 parameters. The proportions \(p_{\text{CD4 results}}^{\text{POC/lab}}\) and \(p_{\text{ART} - \text{initiate}}^{\text{POC/lab}}\) define the difference between the POC CD4 scenario and laboratory CD4 comparator in our study. To evaluate these, a meta-analysis of available trial data was carried out as follows. Relevant studies were found by a review of the literature and reference to a previous meta-analysis [34]. From these studies, two proportions were extracted for both POC and laboratory CD4 test types: the proportion that returned for their CD4 results having been CD4 tested; and the proportion that initiated ART after receipt of CD4 results. Not all studies reported all of the quantities in which we were interested. In particular, several studies reported the time between HIV test and ART initiation only, and did not break this time down into the steps of the CD4 staging process as required.
here. Consequently, we model LTFU as an instantaneous process and used the proportions directly to inform $P_{POC/lab}^CD4$ results and $P_{ART-initiate}^{POC/lab}$. This implicitly introduces the assumption that the study follow-up time was such that all individuals who were going to return for CD4 results did so, and those who did not can be classified as LTFU. Finally, to account for the heterogeneity of the studies combined, proportions were varied uniformly within the 95% confidence intervals obtained in the meta-analysis.

Since rates were not combined in the meta-analysis, there is no time unit to associate with the movement from $H$ to $C$. Consequently, individuals were instantly placed into category $C$. The time-delay associated with the CD4 staging process is then applied to those successfully staged through a mean waiting period in compartment $C$ of $1/\tau_{POC/lab}^{casc}$.

One final note about our modelling of the CD4 staging process concerns the step from HIV diagnosis to undergoing a CD4 test. No attempt was made to parameterise the loss between HIV diagnosis and going for a CD4 test since this depends on the HIV test setting (be it home-based, in a clinic or otherwise). As we only sought to model improvements due to the speed with which CD4 test results can be made available following a POC CD4 test, only the loss between CD4 test and receiving CD4 test results (and changes in ART initiation following this) were modelled. Formally this means that the numbers entering compartment $H$ have both received an HIV-positive test result and undergone CD4 testing (but not received results yet). Due to the considerable uncertainty in total numbers of HIV tests used to calculate the rate at which individuals enter compartment $H$, it was considered acceptable to neglect this source of LTFU.

**Approach to sensitivity analysis.** The proportions $P_{POC/lab}^CD4$ results and $P_{ART-initiate}^{POC/lab}$ derived in the meta-analysis are varied uniformly and independently across their 95% confidence interval ranges. This is in contrast to a more standard approach using odds ratios (ORs). In a scenario where a study is a trial reporting on the proportions successfully staging in laboratory testing and POC CD4 testing arms, the two proportions could be combined to form an odds ratio (OR). Unfortunately, this approach could not be taken because not all studies considered in the meta-analysis reported on paired results between laboratory and POC CD4 testing \[38\text{–}40\]. In a pooled OR approach, such “one-sided” data points would have to be removed. It was not, ultimately, deemed appropriate to remove studies given the small overall number of studies available (eight).

Moreover, we aimed to explore as wide a range of improvements due to introduction of POC CD4 testing as possible, in order to acknowledge lack of studies, and between-study heterogeneity. We found that removing the aforementioned papers (such that pooled ORs could be calculated) narrowed the range of values explored. To show this, “implied” ORs can be calculated for our simulation. This is done by using the proportions from the Latin hypercube sampling and combining them in the following way to calculate the OR for each simulation:

$$OR = \frac{P_{POC}^POC/(1-P_{POC})}{P_{lab}^POC/(1-P_{lab})} \quad (22)$$

Taking the simulation inputs, the median and 95% confidence intervals for the ORs can be inferred:

$$OR_{CD4 results} = 6.6 (2.2 - 27.1),$$
$$OR_{ART-initiate} = 1.5 (0.8 - 3.2).$$

Alternatively, we can calculate ORs from the literature values, after elimination of the appropriate papers, using standard meta-analysis techniques. This leads to the following ORs:

$$OR_{CD4 results} = 5.3 (3.7 - 7.6),$$
$$OR_{ART-initiate} = 1.8 (0.8 - 3.3).$$

The original approach, with its wider range for $OR_{CD4 results}$, is more conservative: it explores less effective and more effective implementations of POC CD4 testing. As the ultimate impact of better or worse implementations cannot be known in advance (for example, more effective schemes combined with high LTFU may have reduced cost-effectiveness) it is preferable to retain the wider range of values to explore such possibilities. This allows us to acknowledge the considerable heterogeneity between studies and renders our results more robust to the uncertainty in the impact of introducing POC CD4 testing in a given setting.
Table C. Papers used in meta-analysis of impact of POC CD4 testing versus laboratory CD4 testing. Note not all papers were used in all meta-analysis results.

<table>
<thead>
<tr>
<th>Lead author and year</th>
<th>Country</th>
<th>Setting</th>
<th>Outline of study</th>
<th>Follow-up period*</th>
<th>No. get CD4 results/No. CD4 tested</th>
<th>No. initiate ART/No. get CD4 results (of those ART eligible)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faal, 2011 [41]</td>
<td>South Africa</td>
<td>Urban clinic</td>
<td>Randomised control study of effect of POC vs. laboratory CD4 testing at a clinic in Johannesburg</td>
<td>3 months</td>
<td>124/124 50/112</td>
<td>28/43 9/13</td>
</tr>
<tr>
<td>Jani, 2011 [22]</td>
<td>Mozambique</td>
<td>Rural and peri-urban clinics</td>
<td>Retrospective cohort study of impact of on-site POC CD4 testing in four clinics across Maputo and Sofala provinces</td>
<td>90 days (CD4 test), 60 days (ART initiate)</td>
<td>345/437 214/492</td>
<td>94/144 57/93</td>
</tr>
<tr>
<td>Larson, 2012 [38]</td>
<td>South Africa</td>
<td>Mobile clinic</td>
<td>Pseudo-randomised trial of impact of POC vs. laboratory CD4 testing at a mobile clinic that operated in public places across Johannesburg</td>
<td>N/A</td>
<td>263/279</td>
<td>- - -</td>
</tr>
<tr>
<td>Losina, 2010 [40]</td>
<td>South Africa</td>
<td>Rural and urban clinics</td>
<td>Prospective cohort study of LTFU in standard care between HIV test and CD4 staging (KwaZulu-Natal)</td>
<td>N/A</td>
<td>- 212/248</td>
<td>- - -</td>
</tr>
<tr>
<td>Matambo, 2012 (poster) [43]</td>
<td>South Africa</td>
<td>Mobile clinic</td>
<td>Retrospective analysis of impact of POC vs. laboratory CD4 testing in a migrant worker population with access to mobile clinic (Limpopo province)</td>
<td>N/A</td>
<td>594/735 951/2171</td>
<td>188/226 193/380</td>
</tr>
<tr>
<td>Patten, 2013 [23]</td>
<td>South Africa</td>
<td>Youth clinics</td>
<td>Before/after observational study examining impact of POC CD4 testing on retention in care of youths (Khayelitsha)</td>
<td>N/A</td>
<td>275/304 183/272</td>
<td>18/36 19/44</td>
</tr>
<tr>
<td>van Rooyen, 2013 [39]</td>
<td>South Africa</td>
<td>Home based testing</td>
<td>Analysis of impact of POC CD4 testing on patient retention in existing home-based care and testing (HBCT) programme in KwaZulu-Natal</td>
<td>6 months</td>
<td>- -</td>
<td>19/35 -</td>
</tr>
</tbody>
</table>

*N/A (not available): information on follow-up time not given in study for outcomes recorded here
S1.3.5 Treatment

Once an individual has entered the pre-treatment compartment $C$, they can subsequently either initiate ART, if eligible according to guidelines at the time, or else enter pre-ART. ART eligibility guidelines used here were as follows: before 2011.5, CD4 $< 200$ cells/$µL$ initiate ART [3]; 2011.5 to 2015.0, CD4 $< 350$ cells/$µL$ [4]. At the start of 2015, eligibility criteria change to either CD4 $< 500$ in CC and ECT context [5], or immediate ART regardless of CD4 count in UTT context. Guidelines changes (whereby individuals in compartment $k$ become eligible for ART) are implemented progressively by increasing the appropriate HIV testing rate ($τ_k$) from 0%, at the start of the guideline change, to 100% of the possible number treated, six months later.

Treatment effectiveness in preventing transmission. Individuals on ART are assumed to have reduced infectivity. We use a range of values for this parameter to account for the fact that not all patients on ART may be fully virally suppressed [44]. For the upper limit of ART effectiveness we use the results from Cohen et al. [8]. The lower limit is based on recent UNAIDS estimates that as little as half of those receiving ART in Sub-Saharan Africa, may be virally suppressed [9], and we assume that those not virally suppressed have no reduced infectivity. This produces a very conservative lower estimate for ART effectivity of 50%.

Disease progression on ART. The impact of ART, aside from reduced infectivity, is to increase life expectancy. Johnson et al. [10] have estimated life expectancy of adults on ART by age at ART initiation. Since these estimates were computed at a time when ART eligibility was restricted to those with low CD4 counts, we use these estimates to inform the average time individuals spend in the final CD4 compartment when on treatment. We use the life expectancy estimates for individuals starting ART at 35 years of age, averaged over men and women, as the mean time spent in the final CD4 compartment when on ART ($1/σ^4$).

Since analogous life expectancies from higher starting CD4 counts are not known (ART eligibility only got expanded in 2011 [4]) the additional benefits of starting at CD4 count $200 < CD4 ≤ 350$ cells/$µL$ are less well characterised. We assume similar benefits to starting in the final CD4 category and for simplicity allow disease progression at the untreated rate until the individual reaches the final CD4 compartment: $σ^3 = ρ^3$. In other words all the benefits of ART occur in the final CD4 count category. To simulate the benefits of very early ART initiation, we assumed $σ^1 = σ^2 = 0$ year$^{-1}$. Work on the original model suggests that projections over short timescales are insensitive to large changes in rates of progression on treatment [1]. Therefore, the values of $σ^1, σ^2$ and $σ^3$ were not varied.

Second line ART. 3% of the patients on first-line ART are assumed to experience treatment failure each year, and enter the more expensive second line therapy [32, 45]. The rate of retention in second line care is varied between 14% and 21% [12, 46]. The rates of return from second line drop out are varied simultaneously with first line treatment.

S1.4 Loss to follow-up

Loss to follow-up at CD4 staging or pre-ART In [1.3.4] we discuss how individuals in $H$ (infected, known status) move to either LTFU ($L$) or pre-treatment ($C$). Those who are unsuccessful in linking to care enter $L$ at a rate

$$φ_{diag}^{POC/lab} = τ_{immediate} \times \left(1 - P_{CD4results} \times P_{ART-initiate}^{POC/lab}\right). \quad (23)$$

Those on pre-ART can also become LTFU, entering the same compartment $L$ at a rate $φ_{preART}$. They must re-enter care through a new CD4 test via compartment $C$. $φ_{preART}$ is such that losses to follow-up in pre-ART are 57% per year following [30, 47].

Return to care when LTFU prior to initiating ART. Individuals who drop out at CD4 staging or during pre-ART are treated in the same way. The rate at which these individuals link back into care depends on context.
and for ART eligible individuals is given by:

\[
\tau_{ret,diag}^{k,POC/lab;CC} = P_{CD4results}^{POC/lab} \alpha_{ret,diag}^{k,POC/lab;CC} \rho^k, \\
\tau_{ret,diag}^{k,POC/lab;ECT\&UTT} = P_{CD4results}^{POC/lab} \rho^k. \tag{24}
\]

\[
\alpha_{ret,diag}^{k,POC/lab;CC} \rho^k \text{ represents the rate at which individuals return to care after a period of LTFU (assumed to vary with time spent in a particular CD4 compartment). In order to capture the additional delays due to the need to receive another CD4 test when returning to care, we scale this rate by } P_{CD4results}^{POC/lab} \text{ (the proportion of individuals who return for CD4 results following either POC or laboratory CD4 test), leading to equations (24) and (25). Note the proportion } P_{CD4results}^{POC/lab} \text{ is varied uniformly within the 95% confidence intervals obtained in the meta-analysis. ART ineligible individuals are assumed to link back to care slower (at a rate proportional to the time spent in their particular CD4 count compartment). The quantity } \alpha_{ret,diag}^{k,POC/lab;CC} \rho^k \text{ is varied in calibration; it is chosen such that between 5% and 85% return (approximately) within a year of being LTFU from the lowest CD44 results compartment. The value was first set during analysis of a particular set of parameters. In subsequent analyses, instead of varying this value, a requirement was built into calibration that the number on ART be over 2 million by mid-2012 to prevent running simulations with an unrealistically low number of treated patients (and thus unrealistically low projections of future treatment costs).}

\textbf{LTFU from ART.} Individuals on ART who drop out of treatment enter compartment LA (LA}_{SL} \text{ when on second-line treatment} at a rate } \phi_{ART} = 0.11 \text{ year}^{-1} \text{[1]. Once LTFU they undergo HIV disease progression and mortality at the same rate as prior to initiating ART. The rate of return from LA and } LA_{SL} \text{ are assumed to be the same: } \tau_{ret,ART}^{k,CC/ECT\&UTT}. \text{ However, this rate of return differs according to the context (either CC or ECT/UTT). In the CC context, which models the current care situation in South Africa, there is a lack of data to inform this quantity } \tau_{ret,CC}^{k,CC/ECT\&UTT} \text{[50]. The only assumption made in the model is that the rate of return to ART varies proportionately to the rate of disease progression: } \tau_{ret,ART}^{k,CC/ECT\&UTT} = \alpha_{ret,ART}^{CC/ECT\&UTT} \rho^k. \text{ This allows for a decrease in care seeking behaviour at the highest CD4 counts (when the disease is assumed to be pre-clinical) [51]. The constant of proportionality } \alpha_{ret,ART}^{CC/ECT\&UTT} \text{ is varied in calibration; it is chosen such that between 5% and 85% return (approximately) within a year of being LTFU from the lowest CD4 count compartment.}

\text{In the ECT and UTT care contexts the rates of return for all ART-eligible groups are calculated so that approximately 95% return within a year: } \tau_{ret,ART}^{k,ECT\&UTT} = 3.15 \text{ year}^{-1}. \text{ The rates of return in both these contexts are equal across all CD4 categories because individuals are assumed to return due to enhanced follow-up efforts, and not because of health-related problems.}

\textbf{S1.5 Calibrating the model}

2 million iterations of the model were run by sampling parameters from a Latin hypercube with uniform prior ranges specified in Table A. Each parameter set then had to pass two calibration steps, described below, to be deemed an ‘acceptable’ parameter set: it had to be consistent with UNAIDS HIV prevalence estimates, and the number of individuals on ART had to be consistent with data.

To calibrate the model, epidemic trajectories were simulated for each of these parameter sets up to 2013, and the resulting model HIV prevalence was compared to the latest annual UNAIDS estimates of prevalence over the period 1993 to 2013 [53]. If the model HIV prevalence was within twice the confidence intervals defined by the UNAIDS estimate for all years, the parameter set was taken to be calibrated to the UNAIDS estimates. A second requirement for each model simulation was that at least 2 million individuals were on ART by mid-2012 [49], in order to ensure that costs were calculated with adequate numbers of individuals on treatment. This further reduced the number of acceptable parameter combinations.

To evaluate which parameters were responsible for the success or failure of a parameter set in the calibration process, a logistical model was used to model the probability of success or failure of a parameter set to satisfy the demands of the calibration. Due to the small number of successful parameter sets, a bias reduced logistical model was used, using the R package ‘brglm’ [54]. Those parameters that were not significantly associated with the success or failure of a parameter set were varied along with the cost and CD4 testing parameter ranges in

S1 Supporting Information. Additional model information.
cost-effectiveness analysis, see Table E and main text Table 1 respectively. As these were the parameters that, by
definition, did not contribute to the successful calibration of the simulation, they were not expected to have a
major impact on the ICERs and infections averted. However, with no support for choosing a particular value for
these parameter sets they were allowed to vary representing the uncertainty in those parameters.

S1.6 Cost-effectiveness analysis

S1.6.1 Approach to calculating DALYs

DALYs are the sum of the years lived with disability (YLD) and years of life lost (YLL) due to a particular disease.
DALYs averted compares the DALYs (in a given treatment and care context) of a simulation run with POC CD4 testing to a simulation run with laboratory testing. YLDs are calculated by multiplying the average annual compartmental occupancies in a given year by the standardised DALY weights (see Table D for DALY weights used). This gives a measure of YLD as per current Global Burden of Disease guidelines [55,56]. YLLs are the sum of all years of life lost by all individuals who would otherwise be alive had POC CD4 testing been implemented.

Table D. DALY weights used in the economic analysis. All values taken from Eaton et al. 57.

<table>
<thead>
<tr>
<th>Disease stage</th>
<th>DALY weight (per year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not infected</td>
<td>0</td>
</tr>
<tr>
<td>HIV: CD4 &lt; 200 cells/µL</td>
<td>0.547</td>
</tr>
<tr>
<td>HIV: 200 ≤ CD4 &lt; 350 cells/µL</td>
<td>0.221</td>
</tr>
<tr>
<td>HIV: CD4 ≥ 350 cells/µL</td>
<td>0.053</td>
</tr>
<tr>
<td>HIV: on ART</td>
<td>0.053</td>
</tr>
</tbody>
</table>

S1.6.2 Approach to calculating costs

The cost approach was adopted from Eaton et al., 57. In this, posterior means were calculated for the various
costs in South Africa using a Bayesian meta-analysis approach. These are reported in Table E (see table for details
of inflation adjustment). Initiation costs are dealt with as follows. As the key part of the analysis, CD4 tests costs
are calculated according to modality (POC or laboratory) and are added after CD4 testing. Since both laboratory
and POC CD4 test arms have the same numbers of HIV tests, these do not need an associated cost as it would
drop out of the calculation.

Re-initiation does not incur a cost. While not strictly accurate, from a modelling perspective the uncertainty
in the rate with which individuals leave and re-enter ART is so great that adding a cost to the movement between
LTFU and ART could potentially have a significant impact on cost. The inaccuracy introduced by ignoring this
cost can be considered offset by supposing the total ART cost to include an amortised cost of re-initiation for each
patient (averaged over all patients). We implicitly, therefore, make allowance for the fact that re-initiation costs
(along with ARV delivery costs) are uncertain by including a “variation in ART costs” parameter in sensitivity
analysis, see Table E.

S1.6.3 Comments on how this approach fits into the GBD framework

Calculations of DALYs as performed by the Global Burden of Disease (GBD) group 55 have changed in recent
years. Here we consider how our approach to calculating DALYs fits into their approach and in particular how the
structure of the model led to a particular way of calculating YLLs.

YLD calculations have changed recently from being a measure of disease incidence to a measure of current
disease prevalence 55. Following the GBD approach, we calculate YLDs by multiplying together prevalence,
disability weight and time-step size and summing over all compartments for a given year.

The 2010 approach to calculating YLL (Global Burden of Disease - GBD - group 55) is to sum the number of
deaths in a year and multiply by the years of life lost compared to a reference life expectancy of approximately 86.4
years (depending on age), based on the maximum global life expectancy (Japan). In our analysis, however, we are
interested only in the short term gains, not the burden of disease 60. Furthermore, the lack of age stratification
Table E. Costs used in the economic analysis. Values from Eaton et al., [57], multiplied by 84.8%, according to 1st June 2012 to 1st June 2015 inflation of South African Rand (ZAR) inflation (accounting for currency fluctuations between ZAR and USD).

<table>
<thead>
<tr>
<th>Cost</th>
<th>Value (2015 $US)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>First line ARV cost</td>
<td>120</td>
<td>[58]</td>
</tr>
<tr>
<td>Second line ARV cost</td>
<td>310</td>
<td>[58]</td>
</tr>
<tr>
<td>ARV provision cost</td>
<td>358</td>
<td>[57]</td>
</tr>
<tr>
<td>Pre-ART (CD4 ≥ 350 cells/µL)</td>
<td>174</td>
<td>[57]</td>
</tr>
<tr>
<td>Pre-ART (200 ≤ CD4 &lt; 350 cells/µL)</td>
<td>202</td>
<td>[57]</td>
</tr>
<tr>
<td>Pre-ART (CD4 &lt; 200 cells/µL)</td>
<td>304</td>
<td>[57]</td>
</tr>
<tr>
<td>Untreated health care costs (CD4 ≥ 350 cells/µL)</td>
<td>11</td>
<td>[57]</td>
</tr>
<tr>
<td>Untreated health care costs (200 ≤ CD4 &lt; 350 cells/µL)</td>
<td>39</td>
<td>[57]</td>
</tr>
<tr>
<td>Untreated health care costs (CD4 &lt; 200 cells/µL)</td>
<td>142</td>
<td>[57]</td>
</tr>
<tr>
<td>End-of-life-care</td>
<td>136</td>
<td>[57]</td>
</tr>
<tr>
<td>Lab CD4 test</td>
<td>6.24</td>
<td>[59]</td>
</tr>
<tr>
<td>POC CD4 test</td>
<td>15.88 - 32.32</td>
<td>[59]</td>
</tr>
<tr>
<td>Variation in ART costs</td>
<td>± 20%</td>
<td>NA</td>
</tr>
<tr>
<td>Variation in non-ART costs</td>
<td>± 20%</td>
<td>NA</td>
</tr>
<tr>
<td>Discount rate</td>
<td>0.1 - 7.0%</td>
<td>NA</td>
</tr>
</tbody>
</table>

makes it difficult to assign a number for YLL to premature HIV deaths in the model. We, therefore, simply add 1 YLL to the DALYs in the year in which they occur. Specifically, in the year a death occurs, a value of between 0 and 1 is recorded for the proportion of the year lost due to premature mortality (0 for a death at the end of December, 1 for a death at the beginning of January, etc.). This is the YLL contribution to the DALY that year due to a premature death. In all subsequent years, the death is recorded as 1 YLL. An individual alive due to the introduction of POC CD4 testing (but not otherwise) thus contributes one DALY averted each year they remain alive (less the YLD contribution of that individual in the POC CD4 simulation). This corresponds to accounting for DALY contributions in the year in which they occur, in other words a pure prevalence approach to the calculation of YLL, rather than all YLL being considered at the point of death [56].

S1.6.4 Probabilistic cost-effectiveness analysis: further methods

For each of the 71 acceptable sets of parameters derived from the calibration, a further 250 parameter sets were produced by exploring ranges of values for the CD4 and cost parameters (see methods, main text). Infections averted and ICERs comparing POC CD4 and laboratory CD4 testing for 1 and 3 year projections were calculated for each of the 71 × 250 parameter sets, and for each care context.

Significant predictors of the infections averted and ICERs associated with introducing POC CD4 testing in place of laboratory testing were assessed by linear regression: all varied parameters were used as predictors in the multivariable linear regression. In place of using \( p_{\text{CD4 results}}^{\text{POC}} \) and \( p_{\text{CD4 results}}^{\text{lab}} \) directly, we defined the differences between the proportions to capture the improvement due to the introduction of POC CD4 testing:

\[
\Delta p_{\text{CD4 results}} = p_{\text{CD4 results}}^{\text{POC}} - p_{\text{CD4 results}}^{\text{lab}},
\]

\[
\Delta p_{\text{ART-initiate}} = p_{\text{ART-initiate}}^{\text{POC}} - p_{\text{ART-initiate}}^{\text{lab}},
\]

and used these in the linear regressions in place of the proportions themselves. The proportion of variance due to each parameter (or derived parameter) was then computed using the Lindeman, Merenda and Gold (lmg) method [61], as implemented in the R package ‘relaimpo’ [62]. Standardised coefficients are reported. These are equal to Pearson’s correlation coefficients and thus give a measure of the one-way sensitivity of the results to changes in that parameter [63]. Provided the model \( R^2 \) is large, such that non-linear interaction terms are not required to explain the variance, then the standardised regression coefficients can be directly used to infer which parameters drive the variation in outcomes.

S1 Supporting Information. Additional model information.
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